CATHERINE E. HOUSECROFT AND ALAN G. SHARPE

NORGANIC
CHEMISTRY

e e
. l.
- -
L .
' r i | .
< o 1 7 h ¢ -.'.._.::- -
'7-" ¥ "I_.l' - - l'-.
e A 3
. = F T
=y B y_ -
!
.| l~ !




9¢ 6S¢C 0185¢C | 01°LSC | 60°CSC | 80'¢SC | 80'617C | LOVIC | 90°LPC | SO'6EC | SO'LEC | €0'8EC | VO'LEC | ¥O'CEC | €0°LCC
nd ([dN | N | ed | YL | oV sploundy

1 |ON |[PW | Wl | s3 | O | g | wd | wy
€0l ol 10l 00l 66 86 L6 96 S6 76 €6 6 16 06 68
L6'VLL | VO'ELL | €6'89L | 9C° /9L | €6'V9L | 0S°C9L | ¢6'8SL | SC'LSL | 967LSL | GE0SL | ¢6'9VL | vl | L6°OL | CL°OFL | L6'8EL
N | gA |wL | 43 |oH |AQ | qL [ pPD | N3 | wS | wd | PN | id | & | e] spioueyuer

LL 0L 69 89 /9 99 <9 79 €9 29 19 09 6S 89 LS

[s82] [eL2] [Lz2] [897] [£22] [v9z] [997] [z9z] [L92] €0'9¢¢ €¢C
ann| BY | sa | WN | SH | yg | BS | qa | 4 [11OV| ey | Ao
44" Ll oLl 601 801 L0l 90l Sol 70l 88 L8

86'80¢ | 61°£0C | LE'VOC | 65°00¢C | L6961 | 80'S6L | ¢C'¢6l | EC06L | LC'98L | SB8'EBL | S6°08L | 617'8LL VELEL | L6'CEL

zee 0Le oLz
uy | v | od 19 qd IL | BH | nv | d 1 SO [ 4 | M el | JH n1-e1 eg | SO
98 S8 78 €8 Z8 18 08 6L 8L LL 9L SL VL €L (44 99 SS
0ELEL | 06'9CL | 09/l | SL°LZL | LL'8LL | Z8¥LL | O CLL | £8°LOL | 790l | L6'COL | LO'LOL | L686 | #76'S6 | L6C6 | CCL6 | L6'88 | C9/8 | LV'S8
9X I °9l | 9SS | usS uj PD | BV | Pd | Y4 | ny | 2L | O | N | 4Z A 1S | QY
4] €9 4" 1S 0S 6V 8 VA o 174 14% 1374 (47 L (0] 6€ 8¢ LE
08°€8 | L66L | 96'8L | ¢6WL | 69°CL | TL69 | LS9 | #S€9 | 698S | €685 | S8SS | ¥6’S | LOCS | ¥6'0S | 06°LF | 967 | 80°0F | OL6E
DI 19 9S | SY | ® | eH | uz | n) IN [ OO | ®1 | UAN | D A L S €D A
9€ SE 143 €e 43 LE 0€ 6¢ 8¢ LT 9C T4 44 €¢ [44 (¥4 0c 6l
S6'6E | SP'SE | 90°CE | L60E | 60'8C | 86°9C rd} LL oL 6 8 / 9 S v € LEYC | 667CC
W [ D| S| d|IS|IV BN | eN
8l Ll 9l Gl 14" €l 45 Ll
8L'0C | 00'6L | 009L | LO¥L | LOZL | L8OL 10’6 769
°N 4 (0] N D 2| og n
ol 6 8 L 9 S v 5
00 . 8001
oH | L+ 9 st v g sy rssew swoge ongey — - | 800" L z H
l
¢ |OQWIAS JUBWS| — 3 —I—
8l l
Z Jaquinu d1Woly — F

3|qe} d1poladd



Visit the Inorganic Chemistry, second edition Companion Website at
www.pearsoned.co.uk/housecroft to find valuable student learning material
including:

e Multiple choice questions to help test your learning
e \Web-based problems for Chapter 3

e Rotatable 3D structures taken from the book

e Interactive Periodic Table







Pearson Education Limited
Edinburgh Gate

Harlow

Essex CM20 2JE

England

and Associated Companies throughout the world

Visit us on the World Wide Web at:
www.pearsoned.co.uk

First edition 2001
Second edition 2005

© Pearson Education Limited 2001, 2005

The rights of Catherine E. Housecroft and Alan G. Sharpe to be
identified as the authors of this Work have been asserted by them in
accordance with the Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this publication may be reproduced, stored
in a retrieval system, or transmitted in any form or by any means,
electronic, mechanical, photocopying, recording, or otherwise, without
either the prior written permission of the publisher or a licence permitting
restricted copying in the United Kingdom issued by the Copyright
Licensing Agency Ltd, 90 Tottenham Court Road, London WIT 4LP.

All trademarks used herein are the property of their respective owners.
The use of any trademark in this text does not vest in the author or
publisher any trademark ownership rights in such trademarks, nor does
the use of such trademarks imply any affiliation with or endorsement of
this book by such owners.

ISBN 0130-39913-2

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress

1098765432
09 08 07 06 05

Typeset in 93 /12 pt Times by 60
Printed by Ashford Colour Press Ltd., Gosport



Preface to the second edition XXX1

Preface to the first edition XXiil

1 Some basic concepts 1
1.1 Introduction 1
Inorganic chemistry: it is not an isolated branch of chemistry 1

The aims of Chapter 1 1

1.2  Fundamental particles of an atom 1
1.3 Atomic number, mass number and isotopes 2
Nuclides, atomic number and mass number 2
Relative atomic mass 2
Isotopes 2

1.4  Successes in early quantum theory 3
Some important successes of classical quantum theory 4
Bohr’s theory of the atomic spectrum of hydrogen 5

1.5  An introduction to wave mechanics 6
The wave-nature of electrons 6

The uncertainty principle 6

The Schrodinger wave equation 6

1.6 Atomic orbitals 9
The quantum numbers 7, / and m; 9

The radial part of the wavefunction, R(r) 10

The radial distribution function, 47 R(r)* 11

The angular part of the wavefunction, A(0, ¢) 12
Orbital energies in a hydrogen-like species 13

Size of orbitals 13

The spin quantum number and the magnetic spin quantum number 15

The ground state of the hydrogen atom 16

1.7 Many-electron atoms 16
The helium atom: two electrons 16
Ground state electronic configurations: experimental data 16
Penetration and shielding 17

1.8  The periodic table 17



Contents

1.9

1.20

The aufbau principle
Ground state electronic configurations

Valence and core electrons
Diagrammatic representations of electronic configurations

lonization energies and electron affinities

Tonization energies
Electron affinities

Bonding models: an introduction

A historical overview
Lewis structures

Homonuclear diatomic molecules: valence bond (VB) theory

Uses of the term homonuclear

Covalent bond distance, covalent radius and van der Waals radius
The valence bond (VB) model of bonding in H,

The valence bond (VB) model applied to F, , O, and N,

Homonuclear diatomic molecules: molecular orbital (MO) theory

An overview of the MO model

Molecular orbital theory applied to the bonding in H,
The bonding in He,, Li, and Be,

The bonding in F, and O,

What happens if the s—p separation is small?

The octet rule

Electronegativity values

Pauling electronegativity values, y*
Mulliken electronegativity values, y™
Allred-Rochow electronegativity values, xR
Electronegativity: final remarks

Dipole moments

Polar diatomic molecules
Molecular dipole moments

MO theory: heteronuclear diatomic molecules

‘Which orbital interactions should be considered?
Hydrogen fluoride
Carbon monoxide

Isoelectronic molecules

Molecular shape and the VSEPR model

Valence-shell electron-pair repulsion theory
Structures derived from a trigonal bipyramid
Limitations of VSEPR theory

Molecular shape: geometrical isomerism

Square planar species
Octahedral species

Trigonal bipyramidal species
High coordination numbers
Double bonds

21

21
22
22

23

23
25

26

26
26

27

27
27
27
28

29

29
29
31
32
33

36

36

37
37
38
38

39

39
40

41

41
42
42

43

43

43
47
48

48

48
48
49
49
49



Contents

2 Nuclear properties

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

2.10

2.1

2.12

Introduction

Nuclear binding energy

Mass defect and binding energy
The average binding energy per nucleon

Radioactivity

Nuclear emissions

Nuclear transformations

The kinetics of radioactive decay
Units of radioactivity

Artificial isotopes

Bombardment of nuclei by high-energy a-particles and neutrons
Bombardment of nuclei by ‘slow’ neutrons

Nuclear fission

The fission of uranium-235
The production of energy by nuclear fission
Nuclear reprocessing

Syntheses of transuranium elements

The separation of radioactive isotopes

Chemical separation
The Szilard—Chalmers effect

Nuclear fusion

Applications of isotopes

Infrared (IR) spectroscopy
Kinetic isotope effects
Radiocarbon dating
Analytical applications

Sources of ?H and '*C

Deuterium: electrolytic separation of isotopes
Carbon-13: chemical enrichment

Multinuclear NMR spectroscopy in inorganic chemistry

Which nuclei are suitable for NMR spectroscopic studies?
Chemical shift ranges

Spin—spin coupling

Stereochemically non-rigid species

Exchange processes in solution

Mdossbauer spectroscopy in inorganic chemistry

The technique of Mdssbauer spectroscopy
What can isomer shift data tell us?

vii

53

53

53

53
54

55

55
55
56
57

57

57
57

58

58
60
6l

61

62

62
62

62

63

63
64
64
65

65

65
65

67

68
68
69
72
73

73

73
75



viii

Contents

3 An introduction to molecular symmetry

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

Introduction

Symmetry operations and symmetry elements

Rotation about an n-fold axis of symmetry

Reflection through a plane of symmetry (mirror plane)

Reflection through a centre of symmetry (inversion centre)

Rotation about an axis, followed by reflection through a plane perpendicular
to this axis

Identity operator

Successive operations

Point groups

C, point group

C.y point group

D}, point group

Ty, Oy, or I, point groups

Determining the point group of a molecule or molecular ion

Character tables: an introduction
Why do we need to recognize symmetry elements?

Infrared spectroscopy

How many vibrational modes are there for a given molecular species?
Selection rule for an infrared active mode of vibration

Linear (D, or C.,) and bent (C,,) triatomic molecules

XY; molecules with D3, or C;, symmetry

XY, molecules with Ty or Dy, symmetry

Observing IR spectroscopic absorptions: practical problems

Chiral molecules

4 Bonding in polyatomic molecules

4.1

4.2

4.3

4.4

Introduction

Valence bond theory: hybridization of atomic orbitals
What is orbital hybridization?

sp Hybridization: a scheme for linear species

sp* Hybridization: a scheme for trigonal planar species

sp° Hybridization: a scheme for tetrahedral and related species
Other hybridization schemes

Valence bond theory: multiple bonding in polyatomic molecules

C,H,
HCN
BF,

Molecular orbital theory: the ligand group orbital approach and
application to triatomic molecules

Molecular orbital diagrams: moving from a diatomic to polyatomic species

79

79

80
80
82

82
82

84

85

85
85
85
86
86

89
90

90

90
91
92
92
93
94

95

100

100

100

100
101
102
103
104

105

105
105
106

107
107



Contents

MO approach to the bonding in linear XH,: symmetry matching by inspection 107

MO approach to bonding in linear XH,: working from molecular symmetry 109
A bent triatomic: H,O 109

4.5 Molecular orbital theory applied to the polyatomic molecules BHz,
NHz and CH, 112
BH, 112
NH, 113
CH, 115
A comparison of the MO and VB bonding models 116
4.6  Molecular orbital theory: bonding analyses soon become complicated 117
4.7  Molecular orbital theory: learning to use the theory objectively 119
m-Bonding in CO, 119
[NOs]™ 120
SFe 120
Three-centre two-electron interactions 123
A more advanced problem: B,Hg 124
5 Structures and energetics of metallic and ionic solids 131
5.1 Introduction 131
5.2  Packing of spheres 131
Cubic and hexagonal close-packing 131
The unit cell: hexagonal and cubic close-packing 132
Interstitial holes: hexagonal and cubic close-packing 133
Non-close-packing: simple cubic and body-centred cubic arrays 134
5.3  The packing-of-spheres model applied to the structures of elements 134
Group 18 elements in the solid state 134
H, and F, in the solid state 134
Metallic elements in the solid state 134
5.4  Polymorphism in metals 136
Polymorphism: phase changes in the solid state 136
Phase diagrams 136
5.5  Metallic radii 136
5.6  Melting points and standard enthalpies of atomization of metals 137
5.7 Alloys and intermetallic compounds 139
Substitutional alloys 139
Interstitial alloys 139
Intermetallic compounds 140
5.8 Bonding in metals and semiconductors 141
Electrical conductivity and resistivity 141
Band theory of metals and insulators 141
The Fermi level 142

Band theory of semiconductors 143



Contents

5.9 Semiconductors 143
Intrinsic semiconductors 143
Extrinsic (n- and p-type) semiconductors 143

5.10  Sizes of ions 144
Tonic radii 144
Periodic trends in ionic radii 145

5.11  lonic lattices 146
The rock salt (NaCl) lattice 148
The caesium chloride (CsCl) lattice 149
The fluorite (CaF,) lattice 149
The antifluorite lattice 149
The zinc blende (ZnS) lattice: a diamond-type network 149
The B-cristobalite (SiO,) lattice 150
The wurtzite (ZnS) structure 151
The rutile (TiO,) structure 151
The CdI, and CdCl, lattices: layer structures 151
The perovskite (CaTiOs) lattice: a double oxide 152

5.12  Crystal structures of semiconductors 152

5.13  Lattice energy: estimates from an electrostatic model 152
Coulombic attraction within an isolated ion-pair 152
Coulombic interactions in an ionic lattice 153
Born forces 153
The Born—Landé equation 154
Madelung constants 154
Refinements to the Born—Landé equation 155
Overview 155

5.14  Lattice energy: the Born—Haber cycle 155

5.15  Lattice energy: ‘calculated’ versus ‘experimental’ values 156

5.16  Applications of lattice energies 157
Estimation of electron affinities 157
Fluoride affinities 157
Estimation of standard enthalpies of formation and disproportionation 157
The Kapustinskii equation 158

5.17 Defects in solid state lattices: an introduction 158
Schottky defect 158
Frenkel defect 158
Experimental observation of Schottky and Frenkel defects 159

6 Acids, bases and ions in agueous solution 162

6.1 Introduction 162

6.2  Properties of water 162
Structure and hydrogen bonding 162
The self-ionization of water 163

Water as a Bronsted acid or base 163



Contents xi

6.3  Definitions and units in aqueous solution 165
Molarity and molality 165
Standard state 165
Activity 165

6.4 Some Bronsted acids and bases 166
Carboxylic acids: examples of mono-, di- and polybasic acids 166
Inorganic acids 167
Inorganic bases: hydroxides 167
Inorganic bases: nitrogen bases 168

6.5 The energetics of acid dissociation in aqueous solution 169
Hydrogen halides 169
H,S, H,Se and H,Te 170

6.6  Trends within a series of oxoacids EO,(OH),, 170

6.7 Aquated cations: formation and acidic properties 171
Water as a Lewis base 171
Aquated cations as Bronsted acids 172

6.8  Amphoteric oxides and hydroxides 173
Amphoteric behaviour 173
Periodic trends in amphoteric properties 173

6.9  Solubilities of ionic salts 174
Solubility and saturated solutions 174
Sparingly soluble salts and solubility products 174
The energetics of the dissolution of an ionic salt: Ay, G° 175
The energetics of the dissolution of an ionic salt: hydration of ions 176
Solubilities: some concluding remarks 177

6.10 Common-ion effect 178
6.11  Coordination complexes: an introduction 178
Definitions and terminology 178
Investigating coordination complex formation 179
6.12  Stability constants of coordination complexes 180
Determination of stability constants 182
Trends in stepwise stability constants 182
Thermodynamic considerations of complex formation: an introduction 182

6.13  Factors affecting the stabilities of complexes containing only
monodentate ligands 186
ITonic size and charge 186
Hard and soft metal centres and ligands 187
7 Reduction and oxidation 192

7.1  Introduction 192
Oxidation and reduction 192
Oxidation states 192

Stock nomenclature 193



xii

Contents

7.2

7.3

7.4

7.5

7.6

7.7

7.8

Standard reduction potentials, £°, and relationships between E°,
AG° and K

Half-cells and galvanic cells
Defining and using standard reduction potentials, E°
Dependence of reduction potentials on cell conditions

The effect of complex formation or precipitation on M**/M reduction
potentials

Half-cells involving silver halides
Modifying the relative stabilities of different oxidation states of a metal

Disproportionation reactions

Disproportionation
Stabilizing species against disproportionation

Potential diagrams

Frost-Ebsworth diagrams

Frost-Ebsworth diagrams and their relationship to potential diagrams
Interpretation of Frost-Ebsworth diagrams

The relationships between standard reduction potentials and some
other quantities

Factors influencing the magnitudes of standard reduction potentials
Values of A;G° for aqueous ions

Applications of redox reactions to the extraction of elements from their
ores

Ellingham diagrams

8 Non-aqueous media

8.1

8.2

8.3

8.4

8.5

8.6

Introduction
Relative permittivity
Energetics of ionic salt transfer from water to an organic solvent

Acid-base behaviour in non-aqueous solvents

Strengths of acids and bases

Levelling and differentiating effects

‘Acids’ in acidic solvents

Acids and bases: a solvent-oriented definition

Self-ionizing and non-ionizing non-aqueous solvents

Liquid ammonia

Physical properties

Self-ionization

Reactions in liquid NHj

Solutions of s-block metals in liquid NH;
Redox reactions in liquid NH;

193

193
195
197

199

199
200

203

203
203

203

205

205
206

208

208
209

210
210

214

214

214

215

216

216
217
217
217

217

218

218
218
218
219
221



8.7

8.8

8.9

8.10

8.11

8.12

8.13

Liquid hydrogen fluoride

Physical properties
Acid-base behaviour in liquid HF
Electrolysis in liquid HF

Sulfuric acid

Physical properties

Acid—base behaviour in liquid H,SO,
Fluorosulfonic acid

Physical properties

Superacids

Bromine trifluoride

Physical properties
Behaviour of fluoride salts and molecular fluorides in BrF;
Reactions in BrF;

Dinitrogen tetraoxide
Physical properties
Reactions in N,O,
lonic liquids

Molten salt solvent systems
Tonic liquids at ambient temperatures

Reactions in and applications of molten salt/ionic liquid media

Supercritical fluids

Properties of supercritical fluids and their uses as solvents
Supercritical fluids as media for inorganic chemistry

9 Hydrogen

9.1

9.2

9.3

9.4

9.5

9.6

Hydrogen: the simplest atom

The H" and H™ ions

The hydrogen ion (proton)
The hydride ion

Isotopes of hydrogen
Protium and deuterium
Deuterated compounds
Tritium

Dihydrogen
Occurrence

Physical properties
Synthesis and uses
Reactivity

Polar and non-polar E-H bonds

Hydrogen bonding
The hydrogen bond

Trends in boiling points, melting points and enthalpies of vaporization for

p-block binary hydrides

Contents

Xiii

221

221
221
222

222

222
223

223

223
224

224

224
225
225

225
225
226

227
227
227
229

230

230
232

236

236

236

236
237

237

237
237
238

238

238
238
238
242

244

244
244

246



Xiv Contents

Infrared spectroscopy 246

Solid state structures 247
Hydrogen bonding in biological systems 250

9.7 Binary hydrides: classification and general properties 251
Classification 251
Interstitial metal hydrides 251

Saline hydrides 251
Molecular hydrides and complexes derived from them 253
Polymeric hydrides 254
Intermediate hydrides 255

10 Group 1: the alkali metals 257
10.1  Introduction 257
10.2  Occurrence, extraction and uses 257
Occurrence 257
Extraction 257

Major uses of the alkali metals and their compounds 259

10.3  Physical properties 259
General properties 259

Atomic spectra and flame tests 260
Radioactive isotopes 261

NMR active nuclei 261

10.4  The metals 261
Appearance 261
Reactivity 261

10.5 Halides 263
10.6  Oxides and hydroxides 264
Oxides, peroxides, superoxides, suboxides and ozonides 264
Hydroxides 265

10.7  Salts of oxoacids: carbonates and hydrogencarbonates 265
10.8  Aqueous solution chemistry including macrocyclic complexes 267
Hydrated ions 267
Complex ions 268

10.9 Non-aqueous coordination chemistry 271
11 The group 2 metals 275
11.1  Introduction 275
11.2  Occurrence, extraction and uses 275
Occurrence 275
Extraction 276

Major uses of the group 2 metals and their compounds 277



11.6

11.10

Physical properties
General properties
Flame tests

Radioactive isotopes
The metals
Appearance

Reactivity

Halides

Beryllium halides
Halides of Mg, Ca, Sr and Ba
Oxides and hydroxides
Oxides and peroxides
Hydroxides

Salts of oxoacids

Complex ions in aqueous solution

Aqua species of beryllium
Aqua species of Mg?*, Ca?", Sr*" and Ba*"
Complexes with ligands other than water

Complexes with amido or alkoxy ligands

Contents

Diagonal relationships between Li and Mg, and between Be and Al

Lithium and magnesium
Beryllium and aluminium

12 The group 13 elements

12.1

12.2

12.3

12.4

12.5

12.6

Introduction

Occurrence, extraction and uses

Occurrence
Extraction
Major uses of the group 13 elements and their compounds

Physical properties
Electronic configurations and oxidation states
NMR active nuclei

The elements

Appearance
Structures of the elements
Reactivity

Simple hydrides
Neutral hydrides
The [MH,]™ ions
Halides and complex halides

Boron halides: BX; and B, X,
AI(IIT), Ga(III), In(IIT) and TI(IIT) halides and their complexes
Lower oxidation state Al, Ga, In and TI halides

XV

278

278
279
279

279

279
279

280

280
282

283
283
285

286

287

287
288
288

288

288

289
290

PASK]

293

293

293
293
295

296

296
299

299

299
300
301

301
301
305

307

307
309
311



XVi Contents

12.7  Oxides, oxoacids, oxoanions and hydroxides 313
Boron oxides, oxoacids and oxoanions 313
Aluminium oxides, oxoacids, oxoanions and hydroxides 316
Oxides of Ga, In and TI 317

12.8 Compounds containing nitrogen 317
Nitrides 317
Ternary boron nitrides 318
Molecular species containing B-N or B—P bonds 319
Molecular species containing group 13 metal-nitrogen bonds 321

12.9  Aluminium to thallium: salts of oxoacids, aqueous solution chemistry

and complexes 322
Aluminium sulfate and alums 322

Aqua ions 322

Redox reactions in aqueous solution 322
Coordination complexes of the M** ions 323

12.10  Metal borides 324
12.11  Electron-deficient borane and carbaborane clusters: an introduction 326
Boron hydrides 326

13 The group 14 elements 338
13.1  Introduction 338
13.2  Occurrence, extraction and uses 338
Occurrence 338
Extraction and manufacture 339

Uses 339

13.3  Physical properties 342
Ionization energies and cation formation 342

Some energetic and bonding considerations 343

NMR active nuclei 344
Mossbauer spectroscopy 344

13.4  Allotropes of carbon 345
Graphite and diamond: structure and properties 345
Graphite: intercalation compounds 345
Fullerenes: synthesis and structure 348
Fullerenes: reactivity 349

Carbon nanotubes 353

13.5  Structural and chemical properties of silicon, germanium, tin and lead 353
Structures 353
Chemical properties 353

13.6  Hydrides 354
Binary hydrides 354
Halohydrides of silicon and germanium 356

13.7  Carbides, silicides, germides, stannides and plumbides 357

Carbides 357



13.8

13.9

13.10

13.11

13.12

13.13

Contents

Silicides
Germides, stannides and plumbides

Halides and complex halides

Carbon halides
Silicon halides
Halides of germanium, tin and lead

Oxides, oxoacids and hydroxides

Oxides and oxoacids of carbon
Silica, silicates and aluminosilicates
Oxides, hydroxides and oxoacids of germanium, tin and lead

Silicones
Sulfides

Cyanogen, silicon nitride and tin nitride

Cyanogen and its derivatives
Silicon nitride
Tin(IV) nitride

Aqueous solution chemistry and salts of oxoacids of germanium,
tin and lead

14 The group 15 elements

14.1

14.2

14.3

14.4

14.5

14.6

Introduction

Occurrence, extraction and uses

Occurrence
Extraction
Uses

Physical properties
Bonding considerations
NMR active nuclei
Radioactive isotopes

The elements

Nitrogen
Phosphorus
Arsenic, antimony and bismuth

Hydrides

Trihydrides, EH; (E=N, P, As, Sb and Bi)
Hydrides E;Hy (E=N, P, As)

Chloramine and hydroxylamine

Hydrogen azide and azide salts

Nitrides, phosphides, arsenides, antimonides and bismuthides

Nitrides
Phosphides
Arsenides, antimonides and bismuthides

Xvii

358
358

361

361
363
364

365

365
369
373

376
377

379

379
380
381

381

385

385

386

386
387
387

389

390
391
391

392

392
392
393

394

394
397
398
399

401

401
402
402



Xviii Contents

14.7

14.8

14.9

14.10

14.11

14.12

14.13

14.14

14.15

Halides, oxohalides and complex halides

Nitrogen halides

Oxofluorides and oxochlorides of nitrogen
Phosphorus halides

Phosphoryl trichloride, POCl;

Arsenic and antimony halides

Bismuth halides

Oxides of nitrogen

Dinitrogen monoxide, N,O

Nitrogen monoxide, NO

Dinitrogen trioxide, N,O;

Dinitrogen tetraoxide, N,O,, and nitrogen dioxide, NO,
Dinitrogen pentaoxide, N,Os

Oxoacids of nitrogen

Hyponitrous acid, H,N,0,
Nitrous acid, HNO,
Nitric acid, HNOj3, and its derivatives

Oxides of phosphorus, arsenic, antimony and bismuth
Oxides of phosphorus
Oxides of arsenic, antimony and bismuth

Oxoacids of phosphorus

Phosphinic acid, H; PO,

Phosphonic acid, H;PO;

Hypophosphoric acid, H4P,Oq

Phosphoric acid, H3POy, and its derivatives

Oxoacids of arsenic, antimony and bismuth
Phosphazenes

Sulfides and selenides

Sulfides and selenides of phosphorus
Arsenic, antimony and bismuth sulfides

Aqueous solution chemistry

15 The group 16 elements

15.1

15.2

15.3

15.4

Introduction

Occurrence, extraction and uses

Occurrence
Extraction
Uses

Physical properties and bonding considerations
NMR active nuclei and isotopes as tracers

The elements

Dioxygen
Ozone

403

403
405
406
408
409
411

412

412
412
413
414
415

415

415
415
416

417

418
419

419

419
420
420
421

422
424

426

426
428

428

432

432

432

432
433
433

434
437

437

437
438



15.5

15.6

15.7

15.8

15.9

15.10

15.11

Sulfur: allotropes
Sulfur: reactivity
Selenium and tellurium

Hydrides

Water, H,O

Hydrogen peroxide, H,O,
Hydrides H,E (E=S, Se, Te)
Polysulfanes

Contents

Metal sulfides, polysulfides, polyselenides and polytellurides

Sulfides
Polysulfides
Polyselenides and polytellurides

Halides, oxohalides and complex halides

Oxygen fluorides

Sulfur fluorides and oxofluorides
Sulfur chlorides and oxochlorides
Halides of selenium and tellurium

Oxides

Oxides of sulfur
Oxides of selenium and tellurium

Oxoacids and their salts
Dithionous acid, H,S,0,

Sulfurous and disulfurous acids, H,SO3 and H,S,05

Dithionic acid, H,S,0¢
Sulfuric acid, H,SO,

Fluoro- and chlorosulfonic acids, HSOs;F and HSO;Cl

Polyoxoacids with S—O—S units
Peroxosulfuric acids, H,S,05 and H,SOs5
Thiosulfuric acid, H,S,03, and polythionates
Oxoacids of selenium and tellurium

Compounds of sulfur and selenium with nitrogen

Sulfur—nitrogen compounds
Tetraselenium tetranitride

Aqueous solution chemistry of sulfur, selenium and tellurium

16 The group 17 elements

16.1

16.2

16.3

Introduction

Fluorine, chlorine, bromine and iodine
Astatine

Occurrence, extraction and uses

Occurrence
Extraction
Uses

Physical properties and bonding considerations
NMR active nuclei and isotopes as tracers

Xix

439
440
441

442

442
442
445
445

446

446
446
447

448

448
448
450
451

453

453
456

457

457
457
458
459
461
461
461
461
462

462

462
464

464

468

468

468
469

469

469
470
471

471
473



XX Contents

16.4 The elements 474
Difluorine 474
Dichlorine, dibromine and diiodine 475
Charge transfer complexes 475
Clathrates 477

16.5  Hydrogen halides 477

16.6  Metal halides: structures and energetics 478

16.7  Interhalogen compounds and polyhalogen ions 479
Interhalogen compounds 479
Bonding in [XY,]™ ions 482
Polyhalogen cations 482
Polyhalide anions 483

16.8 Oxides and oxofluorides of chlorine, bromine and iodine 483
Oxides 483
Oxofluorides 484

16.9  Oxoacids and their salts 485
Hypofluorous acid, HOF 485
Oxoacids of chlorine, bromine and iodine 485

16.10  Aqueous solution chemistry 488
17 The group 18 elements 492

17.1  Introduction 492

17.2  Occurrence, extraction and uses 493
Occurrence 493
Extraction 493
Uses 493

17.3  Physical properties 494
NMR active nuclei 495

17.4  Compounds of xenon 496
Fluorides 496
Chlorides 498
Oxides 499
Oxofluorides 499
Other compounds of xenon 499

17.5 Compounds of krypton and radon 501

18 Organometallic compounds of s- and p-block elements 503

18.1 Introduction 503

18.2  Group 1: alkali metal organometallics 504



18.3

18.4

18.5

18.6

18.7

19.1

19.2

19.3

19.4

19.5

19.6

19.7

Contents

Group 2 organometallics

Beryllium
Magnesium
Calcium, strontium and barium

Group 13

Boron
Aluminium
Gallium, indium and thallium

Group 14

Silicon

Germanium

Tin

Lead

Coparallel and tilted Cs-rings in group 14 metallocenes

Group 15

Bonding aspects and E=E bond formation
Arsenic, antimony and bismuth

Group 16
Selenium and tellurium

d-Block chemistry: general considerations

Topic overview

Ground state electronic configurations

d-Block metals versus transition elements
Electronic configurations

Physical properties
The reactivity of the metals

Characteristic properties: a general perspective

Colour

Paramagnetism
Complex formation
Variable oxidation states

Electroneutrality principle

Coordination numbers

The Kepert model

Coordination number 2

Coordination number 3

Coordination number 4

Coordination number 5

Coordination number 6

Coordination number 7

Coordination number 8

Coordination number 9

Coordination numbers of 10 and above

XXi

507

507
509
510

511

511
511
514

518

518
520
521
524
526

527

527
527

530
530

535

535

535
536

536

538

538

538
539
539
539

539

541

541
543
543
543
544
544
545
546
547
547



XXii

Contents

19.8

20.1

20.2

20.3

20.4

20.5

20.6

20.7

20.8

20.9

Isomerism in d-block metal complexes

Structural isomerism: ionization isomers
Structural isomerism: hydration isomers
Structural isomerism: coordination isomerism
Structural isomerism: linkage isomerism
Structural isomerism: polymerization isomerism
Stereoisomerism: geometrical isomers
Stereoisomerism: optical isomers

d-Block chemistry: coordination complexes

Introduction
High- and low-spin states

Bonding in d-block metal complexes: valence bond theory

Hybridization schemes
Applying VB theory

Crystal field theory

The octahedral crystal field

Crystal field stabilization energy: high- and low-spin octahedral complexes
Jahn-Teller distortions

The tetrahedral crystal field

The square planar crystal field

Other crystal fields

Crystal field theory: uses and limitations

Molecular orbital theory: octahedral complexes

Complexes with no metal-ligand m-bonding
Complexes with metal-ligand 7-bonding

Ligand field theory

Electronic spectra

Spectral features

Selection rules

Electronic spectra of octahedral and tetrahedral complexes
Microstates

Tanabe—-Sugano diagrams

Evidence for metal-ligand covalent bonding

The nephelauxetic effect
ESR spectroscopy

Magnetic properties

Magnetic susceptibility and the spin-only formula

Spin and orbital contributions to the magnetic moment
The effects of temperature on pi.y

Spin crossover

Ferromagnetism, antiferromagnetism and ferrimagnetism

Thermodynamic aspects: ligand field stabilization energies (LFSE)

Trends in LFSE
Lattice energies and hydration energies of M"" ions
Octahedral versus tetrahedral coordination: spinels

547

548
548
549
549
549
549
549

555
555

555

555
556

557

558
560
561
562
562
564
564

564

564
566

570

570

570
571
574
576
577

578

578
579

579

579
581
583
584
584

585

585
586
587



Contents XXiii

20.10  Thermodynamic aspects: the Irving—Williams series 587

20.11  Thermodynamic aspects: oxidation states in aqueous solution 588

d-Block metal chemistry: the first row metals

21.1  Introduction 593
21.2  Occurrence, extraction and uses 593
21.3  Physical properties: an overview 597
21.4  Group 3: scandium 597
The metal 597
Scandium(I1T) 598

21.5  Group 4: titanium 598
The metal 598
Titanium(IV) 598
Titanium(III) 601

Low oxidation states 601

21.6  Group 5: vanadium 602
The metal 602
Vanadium(V) 602
Vanadium(IV) 604
Vanadium(IIT) 605
Vanadium(IT) 605

21.7  Group 6: chromium 606
The metal 606
Chromium(VI) 606
Chromium(V) and chromium(IV) 607
Chromium(I1T) 608
Chromium(II) 609
Chromium—chromium multiple bonds 610

21.8  Group 7: manganese 611
The metal 611
Manganese(VII) 612
Manganese(VI) 613
Manganese(V) 613
Manganese(IV) 613
Manganese(I1I) 614
Manganese(II) 616

21.9  Group 8:iron 617
The metal 617
Iron(VI), iron(V) and iron(IV) 617
Iron(I1T) 618

Iron(IT) 622

21.10  Group 9: cobalt 624
The metal 624

Cobalt(IV) 624



XXiV Contents

Cobalt(I1I) 624
Cobalt(IT) 627
21.11  Group 10: nickel 630
The metal 630
Nickel(IV) and nickel(IIT) 630
Nickel(IT) 631
Nickel(T) 634
21.12  Group 11: copper 634
The metal 634
Copper(IV) and (IIT) 634
Copper(IT) 635
Copper(I) 637
21.13  Group 12: zinc 639
The metal 639
Zinc(IT) 640

d-Block metal chemistry: the second and third row metals

22.1  Introduction 645
22.2  Occurrence, extraction and uses 645
22.3  Physical properties 649
Effects of the lanthanoid contraction 649
Coordination numbers 649
NMR active nuclei 649
22.4  Group 3: yttrium 651
The metal 651
Y ttrium(I1T) 651
22.5  Group 4: zirconium and hafnium 652
The metals 652
Zirconium(IV) and hafnium(IV) 652
Lower oxidation states of zirconium and hafnium 652
Zirconium clusters 653
22.6  Group 5: niobium and tantalum 654
The metals 654
Niobium(V) and tantalum(V) 654
Niobium(IV) and tantalum(IV) 656
Lower oxidation state halides 656
22.7  Group 6: molybdenum and tungsten 658
The metals 658
Molybdenum(VI) and tungsten(VI) 659
Molybdenum(V) and tungsten(V) 662
Molybdenum(IV) and tungsten(IV) 663
Molybdenum(IIT) and tungsten(I1T) 663
Molybdenum(IT) and tungsten(II) 665
22.8  Group 7: technetium and rhenium 666

The metals 666



Contents XXV

High oxidation states of technetium and rhenium: M(VII), M(VI) and M(V) 667
Technetium(I'V) and rhenium(IV) 669
Technetium(IT) and rhenium(IIT) 669

22.9  Group 8: ruthenium and osmium 671
The metals 671

High oxidation states of ruthenium and osmium: M(VIII), M(VII) and M(VI) 671
Ruthenium(V), (IV) and osmium(V), (IV) 673
Ruthenium(III) and osmium(IIT) 675
Ruthenium(IT) and osmium(IT) 676
Mixed-valence ruthenium complexes 678

22.10  Group 9: rhodium and iridium 679
The metals 679

High oxidation states of rhodium and iridium: M(VI) and M(V) 679
Rhodium(IV) and iridium (IV) 680
Rhodium(III) and iridium(III) 680
Rhodium(IT) and iridium(IT) 682
Rhodium(I) and iridium(I) 683

22.11  Group 10: palladium and platinum 684
The metals 684

The highest oxidation states: M(VI) and M(V) 684
Palladium(IV) and platinum(IV) 684
Palladium(I1T), platinum(IIl) and mixed-valence complexes 685
Palladium(IT) and platinum(IT) 686

22.12  Group 11: silver and gold 689
The metals 689

Gold(V) and silver(V) 690
Gold(IIT) and silver(IIT) 690

Gold(IT) and silver(IT) 691

Gold(I) and silver(T) 692
Gold(—1I) and silver(—I) 694

22.13  Group 12: cadmium and mercury 694
The metals 694
Cadmium(IT) 695
Mercury(IT) 695
Mercury(I) 696

Organometallic compounds of d-block elements

23.1  Introduction 700
Hapticity of a ligand 700
23.2  Common types of ligand: bonding and spectroscopy 700
o-Bonded alkyl, aryl and related ligands 700
Carbonyl ligands 701
Hydride ligands 702
Phosphine and related ligands 703
m-Bonded organic ligands 704
Dinitrogen 706
Dihydrogen 707

23.3  The 18-electron rule 707



XXVi Contents

23.4  Metal carbonyls: synthesis, physical properties and structure 709
Synthesis and physical properties 710
Structures 711

23.5 The isolobal principle and application of Wade's rules 714

23.6  Total valence electron counts in d-block organometallic clusters 716
Single cage structures 717
Condensed cages 718
Limitations of total valence counting schemes 719

23.7  Types of organometallic reactions 719
Substitution of CO ligands 719
Oxidative addition 719
Alkyl and hydrogen migrations 720
B-Hydrogen elimination 721
a-Hydrogen abstraction 721
Summary 722

23.8  Metal carbonyls: selected reactions 722

23.9 Metal carbonyl hydrides and halides 723

23.10  Alkyl, aryl, alkene and alkyne complexes 724
o-Bonded alkyl and aryl ligands 724
Alkene ligands 725
Alkyne ligands 726
23.11  Allyl and buta-1,3-diene complexes 727
Allyl and related ligands 727
Buta-1,3-diene and related ligands 728
23.12  Carbene and carbyne complexes 729
23.13  Complexes containing n°-cyclopentadienyl ligands 730
Ferrocene and other metallocenes 731
(n°-Cp),Fe,(CO), and derivatives 732
23.14  Complexes containing 1°- and n’-ligands 734
n®-Arene ligands 734
Cycloheptatriene and derived ligands 735
23.15  Complexes containing the n*-cyclobutadiene ligand 737

The f-block metals: lanthanoids and actinoids

24.1 Introduction 741
24.2  f-Orbitals and oxidation states 742
243  Atom and ion sizes 743

The lanthanoid contraction 743

Coordination numbers 743



24.4

24.5

24.6

24.7

24.8

24.9

24.10

24.11

25.1

25.2

25.3

25.4

Contents

Spectroscopic and magnetic properties

Electronic spectra and magnetic moments: lanthanoids
Luminescence of lanthanoid complexes
Electronic spectra and magnetic moments: actinoids

Sources of the lanthanoids and actinoids

Occurrence and separation of the lanthanoids
The actinoids

Lanthanoid metals

Inorganic compounds and coordination complexes of the lanthanoids

Halides
Hydroxides and oxides
Complexes of Ln(I1T)

Organometallic complexes of the lanthanoids
o-Bonded complexes

Cyclopentadienyl complexes

Bis(arene) derivatives

Complexes containing the n®-cyclooctatetraenyl ligand

The actinoid metals

Inorganic compounds and coordination complexes of thorium,
uranium and plutonium

Thorium

Uranium

Plutonium

Organometallic complexes of thorium and uranium
o-Bonded complexes

Cyclopentadienyl derivatives

Complexes containing the n®-cyclooctatetraenyl ligand

d-Block metal complexes: reaction mechanisms

Introduction

Ligand substitutions: some general points

Kinetically inert and labile complexes

Stoichiometric equations say nothing about mechanism
Types of substitution mechanism

Activation parameters

Substitution in square planar complexes

Rate equations, mechanism and the trans-effect
Ligand nucleophilicity

Substitution and racemization in octahedral complexes

Water exchange

The Eigen—Wilkins mechanism

Stereochemistry of substitution

Base-catalysed hydrolysis

Isomerization and racemization of octahedral complexes

XXVii

744

744
746
746

747

747
748

748

749

749
750
750

751

751
753
755
755

755

756

756
757
758

759

759
760
761

764

764

764
764
765
765

766

766
769

769

770
772
774
774
776



XXViii

Contents

255

Electron-transfer processes

Inner-sphere mechanism
Outer-sphere mechanism

777

777
779

26 Homogeneous and heterogeneous catalysis

26.1

26.2

26.3

26.4

26.5

26.6

26.7

26.8

Introduction and definitions

Catalysis: introductory concepts

Energy profiles for a reaction: catalysed versus non-catalysed
Catalytic cycles
Choosing a catalyst

Homogeneous catalysis: alkene (olefin) metathesis

Homogeneous catalysis: industrial applications

Alkene hydrogenation

Monsanto acetic acid synthesis
Tennessee—Eastman acetic anhydride process
Hydroformylation (Oxo-process)

Alkene oligomerization

Homogeneous catalyst development

Polymer-supported catalysts
Biphasic catalysis
d-Block organometallic clusters as homogeneous catalysts

Heterogeneous catalysis: surfaces and interactions with adsorbates

Heterogeneous catalysis: commercial applications

Alkene polymerization: Ziegler—Natta catalysis
Fischer—Tropsch carbon chain growth

Haber process

Production of SOj; in the Contact process

Catalytic converters

Zeolites as catalysts for organic transformations: uses of ZSM-5

Heterogeneous catalysis: organometallic cluster models

27 Some aspects of solid state chemistry

271

27.2

27.3

Introduction

Defects in solid state lattices

Types of defect: stoichiometric and non-stoichiometric compounds
Colour centres (F-centres)
Thermodynamic effects of crystal defects

Electrical conductivity in ionic solids

Sodium and lithium ion conductors
d-Block metal(Il) oxides

786

786

786
787
788

789

791

791
793
794
795
797

797

797
798
799

799

802

802
803
804
805
805
806

807

813

813

813

813
814
814

815

815
816



27.4

27.5

27.6

27.7

Superconductivity

Superconductors: early examples and basic theory
High-temperature superconductors
Superconducting properties of MgB,
Applications of superconductors

Ceramic materials: colour pigments

White pigments (opacifiers)
Adding colour

Chemical vapour deposition (CVD)

High-purity silicon for semiconductors
a-Boron nitride

Silicon nitride and carbide

II1I-V Semiconductors

Metal deposition

Ceramic coatings

Perovskites and cuprate superconductors

Inorganic fibres
Boron fibres

Carbon fibres
Silicon carbide fibres
Alumina fibres

28 The trace metals of life

28.1

28.2

28.3

28.4

28.5

Introduction

Amino acids, peptides and proteins: some terminology

Metal storage and transport: Fe, Cu, Zn and V

Iron storage and transport
Metallothioneins: transporting some toxic metals

Dealing with O,

Haemoglobin and myoglobin
Haemocyanin

Haemerythrin

Cytochromes P-450

Biological redox processes

Blue copper proteins

The mitochondrial electron-transfer chain
Iron—sulfur proteins

Cytochromes

The Zn?* ion: Nature's Lewis acid

Carbonic anhydrase I1
Carboxypeptidase A
Carboxypeptidase G2
Cobalt-for-zinc ion substitution

Contents

XXiX

817

817
817
819
819

819

820
820

820

821
821
821
822
823
824
824

826

826
826
827
827

830

830
830

832

832
835

837

837
839
841
843

843

844
845
847
851

854

854
855
858
859



XXX Contents

Appendices 863
1 Greek letters with pronunciations 864
2 Abbreviations and symbols for quantities and units 865
3 Selected character tables 869
4  The electromagnetic spectrum 873
5  Naturally occurring isotopes and their abundances 875

6 Van der Waals, metallic, covalent and ionic radii for the s-, p- and

first row d-block elements 877
7  Pauling electronegativity values (x") for selected elements of the
periodic table 879
8 Ground state electronic configurations of the elements and
ionization energies for the first five ionizations 880
9  Electron affinities 883
10  Standard enthalpies of atomization (A,H°) of the elements at 298 K 884
11 Selected standard reduction potentials (298 K) 885
Answers to non-descriptive problems 888

Index 905



The second edition of Inorganic Chemistry is a natural progression from the first edition
published in 2001. In this last text, we stated that our aim was to provide a single
volume that gives a critical introduction to modern inorganic chemistry. Our approach
to inorganic chemistry continues as before: we provide a foundation of physical inorganic
principles and theory followed by descriptive chemistry of the elements, and a number of
‘special topics’ that can, if desired, be used for modular teaching. Boxed material has been
used extensively to relate the chemistry described in the text to everyday life, the chemical
industry, environmental issues and legislation, and natural resources.

In going from the first to second editions, the most obvious change has been a move
from two to full colour. This has given us the opportunity to enhance the presentations
of many of the molecular structures and 3D images. In terms of content, the descriptive
chemistry has been updated, with many new results from the literature being included.
Some exciting advances have taken place in the past two to three years spanning small
molecule chemistry (for example, the chemistry of [Ns]!), solid state chemistry (e.g.
the first examples of spinel nitrides) and bioinorganic systems (a landmark discovery is
that of a central, 6-coordinate atom, probably nitrogen, at the centre of the FeMo-
cofactor in nitrogenase). Other changes to the book have their origins in feedback
from people using the text. Chapters 3 and 4 have been modified; in particular, the
role of group theory in determining ligand group orbitals and orbital symmetry labels
has been more thoroughly explored. However, we do not feel that a book, the prime
purpose of which is to bring chemistry to a student audience, should evolve into a
theoretical text. For this reason, we have refrained from an in-depth treatment of
group theory. Throughout the book, we have used the popular ‘worked examples’ and
‘self-study exercises’ as a means of helping students to grasp principles and concepts.
Many more self-study exercises have been introduced throughout the book, with the
aim of making stronger connections between descriptive chemistry and underlying
principles. Additional ‘overview problems’ have been added to the end-of-chapter
problem sets; in Chapter 3, a set of new problems has been designed to work in
conjunction with rotatable structures on the accompanying website (www.pearsoned.
co.uk/housecroft).

Supplementary data accompanying this text include a Solutions Manual written by
Catherine E. Housecroft. The accompanying website includes features for both students
and lecturers and can be accessed from www.pearsoned.co.uk/housecroft.

The 3D-molecular structures the book have been drawn using atomic coordinates
accessed from the Cambridge Crystallographic Data Base and implemented through the
ETH in Zirich, or from the Protein Data Bank (http://www/rcsb.org/pdb).

We are very grateful to many lecturers who have passed on their comments and
criticisms of the first edition of Inorganic Chemistry. Some of these remain anonymous
to us and can be thanked only as ‘the review panel set up by Pearson Education.” In
addition to those colleagues whom we acknowledged in the preface to the first edition,
we are grateful to Professors Duncan Bruce, Edwin Constable, Ronald Gillespie,
Robert Hancock, Laura Hughes, Todd Marder, Christian Reber, David Tudela and
Karl Wieghardt, and Drs Andrew Hughes and Mark Thornton-Pett who provided us
with a range of thought-provoking comments. We are, of course, indebted to the team
at Pearson Education who have supported the writing project and have taken the
manuscript and graphics files through to their final form and provided their expertise
for the development of the accompanying website. Special thanks go to Bridget Allen,
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Preface to the second edition

Kevin Ancient, Melanie Beard, Pauline Gillett, Simon Lake, Mary Lince, Paul Nash,
Abigail Woodman and Ros Woodward.

Having another inorganic chemist on-call in the house during the preparation of the
book has been more than beneficial: one of us owes much to her husband, Edwin
Constable, for his critical comments. His insistence that a PC should replace the long-
serving series of Macs has proved a bonus for the production of artwork. Finally, two
beloved feline companions have once again taken an active role (not always helpful) in
the preparation of this text — Philby and Isis have a unique ability to make sure they
are the centre of attention, no matter how many deadlines have to be met.

Catherine E. Housecroft (Basel)
Alan G. Sharpe (Cambridge)
March 2004

Online resources
Visit www.pearsoned.co.uk/housecroft to find valuable online resources

Companion Website for students

e Multiple choice questions to help test your learning
e Web-based problems for Chapter 3

e Rotatable 3D structures taken from the book

e Interactive Periodic Table

For instructors

e Guide for lecturers

e Rotatable 3D structures taken from the book
e PowerPoint slides

Also: The Companion Website provides the following features:
e Search tool to help locate specific items of content
e E-mail results and profile tools to send results of quizzes to instructors

e Online help and support to assist with website usage and troubleshooting

For more information please contact your local Pearson Education sales representative
or visit www.pearsoned.co.uk/housecroft




Inorganic Chemistry has developed from the three editions of Alan Sharpe’s Inorganic
Chemistry and builds upon the success of this text. The aim of the two books is the
same: to provide a single volume that gives a critical introduction to modern inorganic
chemistry. However, in making the transition, the book has undergone a complete over-
haul, not only in a complete rewriting of the text, but also in the general format, pedago-
gical features and illustrations. These changes give Inorganic Chemistry a more modern
feel while retaining the original characteristic approach to the discussions, in particular
of general principles of inorganic chemistry. Inorganic Chemistry provides students with
numerous fully-worked examples of calculations, extensive end-of-chapter problems,
and ‘boxed’ material relating to chemical and theoretical background, chemical resources,
the effects of chemicals on the environment and applications of inorganic chemicals. The
book contains chapters on physical inorganic chemistry and descriptive chemistry of the
elements. Descriptive chapters build upon the foundations laid in the earlier chapters.
The material is presented in a logical order but navigation through the text is aided by
comprehensive cross-references. The book is completed by four ‘topic’ chapters covering
inorganic kinetics, catalysis, aspects of the solid state and bioinorganic chemistry. Each
chapter in the book ends with a summary and a checklist of new chemical terms. The
reading lists contain suggestions both for books and articles in the current literature.
Additional information about websites of interest to readers of this book can be accessed
via: http://www.booksites.net/housecroft

The content of all descriptive chemistry chapters contains up-to-date information and
takes into account the results of the latest research; in particular, the chapters on organo-
metallic chemistry of the s- and p-block and d-block elements reflect a surge in research
interest in this area of chemistry. Another major development from Alan Sharpe’s original
text has been to extend the discussion of molecular orbital theory, with an aim not only of
introducing the topic but also showing how an objective (and cautious) approach can
provide insight into particular bonding features of molecular species. Greater emphasis
on the use of multinuclear NMR spectroscopy has been included; case studies introduce
1> % nuclei and the observation of satellite peaks and applications of NMR spectroscopy
are discussed where appropriate throughout the text. Appendices are included and are a
feature of the book; they provide tables of physical data, selected character tables, and
a list of abbreviations.

Answers to non-descriptive problems are included in Inorganic Chemistry, but a
separate Solutions Manual has been written by Catherine Housecroft, and this gives
detailed answers or essay plans for all end of chapter problems.

Most of the 3D-structural diagrams in the book have been drawn using Chem3D Pro.
with coordinates accessed from the Cambridge Crystallographic Data Base and imple-
mented through the ETH in Ziirich. The protein structures in Chapter 28 have been
drawn using Rasmol with data from the Protein Data Bank (http://www/rcsb.org/pdb).

Suggestions passed on by readers of Alan Sharpe’s Inorganic Chemistry have helped us
to identify ‘holes’” and, in particular, we thank Professor Derek Corbridge. We gratefully
acknowledge comments made on the manuscript by members of the panel of reviewers
(from the UK, the Netherlands and the US) set up by Pearson Education. A number of
colleagues have read chapters of the manuscript and their suggestions and criticisms
have been invaluable: special thanks go to Professors Steve Chapman, Edwin Constable,
Michael Davies and Georg Siiss-Fink, and Dr Malcolm Gerloch. We should also like
to thank Dr Paul Bowyer for information on sulfur dioxide in wine production, and
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Preface to the first edition

Dr Bo Sundman for providing data for the iron phase-diagram. A text of this type cannot
become reality without dedicated work from the publisher: from among those at Pearson
Education who have seen this project develop from infancy and provided us with support,
particular thanks go to Lynn Brandon, Pauline Gillett, Julie Knight, Paul Nash, Alex
Seabrook and Ros Woodward, and to Bridget Allen and Kevin Ancient for tireless and
dedicated work on the design and artwork.

One of us must express sincere thanks to her husband, Edwin Constable, for endless
discussions and critique. Thanks again to two very special feline companions, Philby
and Isis, who have sat, slept and played by the Macintosh through every minute of the
writing of this edition — they are not always patient, but their love and affection is an
integral part of writing.

Catherine E. Housecroft
Alan G. Sharpe
June 2000

The publishers are grateful to the following for permission to reproduce copyright maerial:
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Chapter

TOPICS

Fundamental particles
Atomic number, mass number and isotopes

An overview of quantum theory

Orbitals of the hydrogen atom and quantum
numbers

The multi-electron atom, the aufbau principle
and electronic configurations

B The periodic table

lonization energies and electron affinities

B Lewis structures

1.1 Introduction

Inorganic chemistry: it is not an isolated
branch of chemistry

If organic chemistry is considered to be the ‘chemistry of
carbon’, then inorganic chemistry is the chemistry of all
elements except carbon. In its broadest sense, this is true,
but of course there are overlaps between branches of
chemistry. A topical example is the chemistry of the fuller-
enes (see Section 13.4) including Cg, (see Figure 13.5) and
Cyg; this was the subject of the award of the 1996 Nobel
Prize in Chemistry to Professors Sir Harry Kroto, Richard
Smalley and Robert Curl. An understanding of such
molecules and related species called nanotubes involves
studies by organic, inorganic and physical chemists as well
as by physicists and materials scientists.

Inorganic chemistry is not simply the study of elements
and compounds; it is also the study of physical principles.
For example, in order to understand why some compounds
are soluble in a given solvent and others are not, we apply
laws of thermodynamics. If our aim is to propose details of
a reaction mechanism, then a knowledge of reaction kinetics
is needed. Overlap between physical and inorganic chemistry
is also significant in the study of molecular structure. In the
solid state, X-ray diffraction methods are routinely used to
obtain pictures of the spatial arrangements of atoms in a

Valence bond theory

Fundamentals of molecular orbital theory
The octet rule

Electronegativity

Dipole moments

MO theory: heteronuclear diatomic molecules
Isoelectronic molecules

Molecular shape and the VSEPR model

Geometrical isomerism

molecule or molecular ion. To interpret the behaviour of
molecules in solution, we use physical techniques such as
nuclear magnetic resonance (NMR) spectroscopy; the
equivalence or not of particular nuclei on a spectroscopic
timescale may indicate whether a molecule is static or under-
going a dynamic process (see Section 2.11). In this text, we
describe the results of such experiments but we will not, in
general, discuss underlying theories; several texts which
cover experimental details of such techniques are listed at
the end of Chapter 1.

The aims of Chapter 1

In this chapter, we outline some concepts fundamental to an
understanding of inorganic chemistry. We have assumed
that readers are to some extent familiar with most of these
concepts and our aim is to give a point of reference for
review purposes.

1.2 Fundamental particles of an atom

An atom is the smallest unit quantity of an element that is
capable of existence, either alone or in chemical combination
with other atoms of the same or another element. The
fundamental particles of which atoms are composed are the
proton, electron and neutron.
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Table 1.1 Properties of the proton, electron and neutron.

Proton Electron Neutron
Charge / C +1.602 x 107" —1.602 x 107" 0
Charge number (relative charge) 1 -1 0
Rest mass / kg 1.673 x 10777 9.109 x 103! 1.675 x 10777
Relative mass 1837 1 1839

A neutron and a proton have approximately the same mass
and, relative to these, an electron has negligible mass (Table
1.1). The charge on a proton is positive and of equal mag-
nitude, but opposite sign, to that on a negatively charged
electron; a neutron has no charge. In an atom of any
element, there are equal numbers of protons and electrons
and so an atom is neutral. The nucleus of an atom consists
of protons and (with the exception of protium; see Section
9.3) neutrons, and is positively charged; the nucleus of pro-
tium consists of a single proton. The electrons occupy a
region of space around the nucleus. Nearly all the mass of
an atom is concentrated in the nucleus, but the volume of
the nucleus is only a tiny fraction of that of the atom; the
radius of the nucleus is about 10~ m while the atom
itself is about 10° times larger than this. It follows that
the density of the nucleus is enormous, more than 102
times than of the metal Pb.

Although chemists tend to consider the electron, proton
and neutron as the fundamental (or elementary) particles of
an atom, particle physicists would disagree, since their
research shows the presence of yet smaller particles.

1.3 Atomic number, mass number and
isotopes

Nuclides, atomic number and mass number

A nuclide is a particular type of atom and possesses a charac-
teristic atomic number, Z, which is equal to the number of pro-
tons in the nucleus; because the atom is electrically neutral, Z
also equals the number of electrons. The mass number, A, of a
nuclide is the number of protons and neutrons in the nucleus.
A shorthand method of showing the atomic number and mass
number of a nuclide along with its symbol, E, is:

Mass number — A 20

E —— Element symbol e.g. 0

Ne

Atomic number —~ Z

Atomic number = Z = number of protons in the nucleus =
number of electrons
Mass number = 4 = number of protons + number of
neutrons
Number of neutrons = 4 — Z

Relative atomic mass

Since the electrons are of minute mass, the mass of an atom
essentially depends upon the number of protons and neu-
trons in the nucleus. As Table 1.1 shows, the mass of a
single atom is a very small, non-integral number, and for
convenience we adopt a system of relative atomic masses.
We define the atomic mass unit as 1/12th of the mass of a
12C atom so that it has the value 1.660 x 107>" kg. Relative
atomic masses (A;) are thus all stated relative to
12C =12.0000. The masses of the proton and neutron can
be considered to be ~1u where u is the atomic mass unit
(1u~ 1.660 x 107" kg).

Isotopes

Nuclides of the same element possess the same number of
protons and electrons but may have different mass numbers;
the number of protons and electrons defines the element but
the number of neutrons may vary. Nuclides of a particular
element that differ in the number of neutrons and, therefore,
their mass number, are called isotopes (see Appendix 5).
Isotopes of some elements occur naturally while others
may be produced artificially.

Elements that occur naturally with only one nuclide are
monotopic and include phosphorus, ;:P, and fluorine, 'gF.
Elements that exist as mixtures of isotopes include C ('2C
and '3C) and O ('§0, [0 and '$0). Since the atomic
number is constant for a given element, isotopes are often
distinguished only by stating the atomic masses, e.g. '>C
and C.

Worked example 1.1 Relative atomic mass

Calculate the value of A, for naturally occurring chlorine
if the distribution of isotopes is 75.77% 35CI and 24.23%
$7C1. Accurate masses for 33Cl and ' Cl are 34.97 and 36.97.

The relative atomic mass of chlorine is the weighted mean
of the mass numbers of the two isotopes:

Relative atomic mass,

75.77 24.23
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Box 1.1 Isotopes and allotropes

Do not confuse isotope and allotrope! Sulfur exhibits both iso-
topes and allotropes. Isotopes of sulfur (with percentage
naturally occurring abundances) are 12S (95.02%), 1S
(0.75%), 1S (4.21%), S (0.02%).

Allotropes of an element are different structural modifications

Self-study exercises

1. If A, for Clis 35.45, what is the ratio of *C1:*Cl present in a
sample of Cl atoms containing naturally occurring CI?
[Ans. 3.17:1]

2. Calculate the value of A4, for naturally occurring Cu if the
distribution of isotopes is 69.2% %Cu and 30.8% Cu;
accurate masses are 62.93 and 64.93. |Ans. 63.5]

3. Why in question 2 is it adequate to write % Cu rather than
63
Cu?
29

4. Calculate A4, for naturally occurring Mg if the isotope distribu-
tion is 78.99% Mg, 10.00% Mg and 11.01% 2°Mg;
accurate masses are 23.99, 24.99 and 25.98. [Ans. 24.31]

Isotopes can be separated by mass spectrometry and Figure
1.1a shows the isotopic distribution in naturally occurring
Ru. Compare this plot (in which the most abundant

of that element. Allotropes of sulfur include cyclic structures, e.g.
S (see below) and Sg (Figure 1.1c), and S,.-chains of various
lengths (polycatenasulfur).

Further examples of isotopes and allotropes appear
throughout the book.

Part of the helical chain of S_,

isotope is set to 100) with the values listed in Appendix 5.
Figure 1.1b shows a mass spectrometric trace for molecular
Sg, the structure of which is shown in Figure 1.1c; five
peaks are observed due to combinations of the isotopes of
sulfur. (See problem 1.3 at the end of this chapter.)

Isotopes of an element have the same atomic number, Z, but
different atomic masses.

1.4 Successes in early quantum theory

We saw in Section 1.2 that electrons in an atom occupy a
region of space around the nucleus. The importance of
electrons in determining the properties of atoms, ions
and molecules, including the bonding between or within
them, means that we must have an understanding of the

100 100
75 75
[} [}
Q Q
2 2
< [~
3 E
E Z
< 50 < 50
(] (]
2 =
= =
[} [}
~ ~
25 25
0 |
T T T 1 T 0

96 98 100 102 104
Mass number
(@
Fig. 1.1 Mass spectrometric traces for (a) atomic Ru and (b)
z = 1. (¢) The molecular structure of Sg.
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electronic structures of each species. No adequate discussion
of electronic structure is possible without reference to
quantum theory and wave mechanics. In this and the next
few sections, we review some of the crucial concepts. The
treatment is mainly qualitative, and for greater detail and
more rigorous derivations of mathematical relationships,
the references at the end of Chapter 1 should be consulted.

The development of quantum theory took place in two
stages. In the older theories (1900-1925), the electron was
treated as a particle, and the achievements of greatest signif-
icance to inorganic chemistry were the interpretation of
atomic spectra and assignment of electronic configurations.
In more recent models, the electron is treated as a wave
(hence the name wave mechanics) and the main successes in
chemistry are the elucidation of the basis of stereochemistry
and methods for calculating the properties of molecules
(exact only for species involving light atoms).

Since all the results obtained by using the older quantum
theory may also be obtained from wave mechanics, it may
seem unnecessary to refer to the former; indeed, sophisticated
treatments of theoretical chemistry seldom do. However,
most chemists often find it easier and more convenient to con-
sider the electron as a particle rather than a wave.

Some important successes of classical
quantum theory

Historical discussions of the developments of quantum
theory are dealt with adequately elsewhere, and so we
focus only on some key points of classical quantum theory
(in which the electron is considered to be a particle).

At low temperatures, the radiation emitted by a hot body
is mainly of low energy and occurs in the infrared, but as the
temperature increases, the radiation becomes successively
dull red, bright red and white. Attempts to account for this
observation failed until, in 1901, Planck suggested that
energy could be absorbed or emitted only in quanta of mag-
nitude AFE related to the frequency of the radiation, v, by
equation 1.1. The proportionality constant is /4, the Planck

constant (h = 6.626 x 1073 Ts).
AE = hv Units: Ein J; v in s~ or Hz
c= v Units: A in m; v in s~ or Hz

The hertz, Hz, is the SI unit of frequency.

Balmer series
—

Since the frequency of radiation is related to the wave-
length, A\, by equation 1.2, in which ¢ is the speed of light
ina vacuum (¢ = 2.998 x 10® ms™'), we can rewrite equation
1.1 in the form of equation 1.3 and relate the energy of
radiation to its wavelength.

he
AEfx (1.3)

On the basis of this relationship, Planck derived a relative
intensity/wavelength/temperature relationship which was in
good agreement with experimental data. This derivation is
not straightforward and we shall not reproduce it here.

One of the most important applications of early quantum
theory was the interpretation of the atomic spectrum of
hydrogen on the basis of the Rutherford—Bohr model of
the atom. When an electric discharge is passed through a
sample of dihydrogen, the H, molecules dissociate into
atoms, and the electron in a particular excited H atom
may be promoted to one of many high energy levels.
These states are transient and the electron falls back to a
lower energy state, emitting energy as it does so. The
consequence is the observation of spectral lines in the
emission spectrum of hydrogen; the spectrum (a small
part of which is shown in Figure 1.2) consists of groups
of discrete lines corresponding to electronic transitions,
each of discrete energy. As long ago as 1885, Balmer
pointed out that the wavelengths of the spectral lines
observed in the visible region of the atomic spectrum of
hydrogen obeyed equation 1.4, in which R is the Rydberg
constant for hydrogen, v is the wavenumber in cm™!, and
n is an integer 3, 4, 5... This series of spectral lines is
known as the Balmer series.

Wavenumber = reciprocal of wavelength; convenient (non-
SI) units are ‘reciprocal centimetres’, cm™!

B 1 1 1
”=x=R<?‘;>

R = Rydberg constant for hydrogen
=1.097 x 10'm™" = 1.097 x 10°cm ™"

(1.4)

Other series of spectral lines occur in the ultraviolet (Lyman
series) and infrared (Paschen, Brackett and Pfund series). All

Lyman series

VISIBLE

ULTRAVIOLET

Increasing energy

Fig. 1.2 Part of the emission spectrum of atomic hydrogen. Groups of lines have particular names, e.g. Balmer and Lyman series.
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n=1
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n = oo = the continuum

Balmer series

Fig. 1.3 Some of the transitions that make up the Lyman and Balmer series in the emission spectrum of atomic hydrogen.

lines in all the series obey the general expression given in
equation 1.5 where n' > n. For the Lyman series, n = 1, for
the Balmer series, n = 2, and for the Paschen, Brackett and
Pfund series, n = 3, 4 and 5 respectively. Figure 1.3 shows
some of the allowed transitions of the Lyman and Balmer
series in the emission spectrum of atomic H. Note the use
of the word allowed; the transitions must obey selection
rules, to which we return in Section 20.6.

1 1 1

Bohr's theory of the atomic spectrum of
hydrogen

In 1913, Niels Bohr combined elements of quantum theory
and classical physics in a treatment of the hydrogen atom.
He stated two postulates for an electron in an atom:

e Stationary states exist in which the energy of the electron
is constant; such states are characterized by circular orbits
about the nucleus in which the electron has an angular
momentum muor given by equation 1.6. The integer, n, is
the principal quantum number.

mvr:n(%) (1.6)

where m = mass of electron; v = velocity of electron; r =
radius of the orbit; s = the Planck constant; /27 may
be written as 7.

e Energyisabsorbed or emitted only when an electron moves
from one stationary state to another and the energy change
is given by equation 1.7 where n; and n, are the principal
quantum numbers referring to the energy levels E, and
E,, respectively.

AE=E, —E, =hv (1.7)

If we apply the Bohr model to the H atom, the radius of each
allowed circular orbit can be determined from equation 1.8.
The origin of this expression lies in the centrifugal force
acting on the electron as it moves in its circular orbit; for
the orbit to be maintained, the centrifugal force must equal
the force of attraction between the negatively charged
electron and the positively charged nucleus.
22
_ el (18)

n -
m,e

where ¢, = permittivity of a vacuum

=8854x 107" Fm™'
h = Planck constant = 6.626 x 1077 s
n=1,2,3...describing a given orbit
m, = electron rest mass = 9.109 x 107" kg

e = charge on an electron (elementary charge)
=1.602 x 107" C

From equation 1.8, substitution of n =1 gives a radius
for the first orbit of the H atom of 5.293 x 107" m, or
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52.93 pm. This value is called the Bohr radius of the H atom
and is given the symbol «.

An increase in the principal quantum number from n = 1
to n = oo has a special significance; it corresponds to the
ionization of the atom (equation 1.9) and the ionization
energy, /E, can be determined by combining equations 1.5
and 1.7, as shown in equation 1.10. Values of IEs are
quoted per mole of atoms:

One mole of a substance contains the Avogadro number, L,
of particles:

L =6.022 x 102 mol™!

H(g) —H"(g) + ¢~ (1.9)
he 1 1
=2179 x 107'18J

=2.179 x 107"® x 6.022 x 10* Jmol™!
=1.312 x 10° JTmol ™!
= 1312kJmol™!

Although the SI unit of energy is the joule, ionization
energies are often expressed in electron volts (eV) (1eV =
96.4853 ~ 96.5kJ mol ).

Impressive as the success of the Bohr model was when
applied to the H atom, extensive modifications were required
to cope with species containing more than one electron; we
shall not pursue this further here.

1.5 An introduction to wave mechanics

The wave-nature of electrons

The quantum theory of radiation introduced by Max Planck
and Albert Einstein implies a particle theory of light, in
addition to the wave theory of light required by the
phenomena of interference and diffraction. In 1924, Louis
de Broglie argued that if light were composed of particles
and yet showed wave-like properties, the same should be
true of electrons and other particles. This phenomenon is
referred to as wave—particle duality. The de Broglie relation-
ship (equation 1.11) combines the concepts of classical
mechanics with the idea of wave-like properties by show-
ing that a particle with momentum mv (m = mass and
v = velocity of the particle) possesses an associated wave
of wavelength .

A=

muv

where /£ is the Planck constant (1.11)

An important physical observation which is a consequence
of the de Broglie relationship is that electrons accelerated

to a velocity of 6 x 10°ms~" (by a potential of 100 V) have
an associated wavelength of ~120pm and such electrons
are diffracted as they pass through a crystal. This phenom-
enon is the basis of electron diffraction techniques used to
determine structures of chemical compounds (see Box 1.2).

The uncertainty principle

If an electron has wave-like properties, there is an important
and difficult consequence: it becomes impossible to know
exactly both the momentum and position of the electron at
the same instant in time. This is a statement of Heisenberg’s
uncertainty principle. In order to get around this problem,
rather than trying to define its exact position and momen-
tum, we use the probability of finding the electron in a given
volume of space. The probability of finding an electron at
a given point in space is determined from the function v°
where v is a mathematical function which describes the
behaviour of an electron-wave; v is the wavefunction.

The probability of finding an electron at a given point in
space is determined from the function ¢ where 1) is the
wavefunction.

The Schrédinger wave equation

Information about the wavefunction is obtained from the
Schrodinger wave equation, which can be set up and solved
either exactly or approximately; the Schrédinger equation
can be solved exactly only for a species containing a nucleus
and only one electron (e.g. 'H, 3He"), i.e. a hydrogen-like
system.

A hydrogen-like atom or ion contains a nucleus and only one
electron.

The Schrodinger wave equation may be represented in
several forms and in Box 1.3 we examine its application to
the motion of a particle in a one-dimensional box; equation
1.12 gives the form of the Schrodinger wave equation that is
appropriate for motion in the x direction:
d>y  8n’m
2 + i (E-"=0
where m = mass, E = total energy and V' = potential energy
of the particle.

Of course, in reality, electrons move in three-dimensional
space and an appropriate form of the Schrodinger wave
equation is given in equation 1.13.
oty Y Y 8mm
o o tar TR
Solving this equation will not concern us, although it is
useful to note that it is advantageous to work in spherical
polar coordinates (Figure 1.4). When we look at the results
obtained from the Schrodinger wave equation, we talk in
terms of the radial and angular parts of the wavefunction,

(1.12)

(E-=V)p=0 (1.13)
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Box 1.2 Determination of structure: electron diffraction

The diffraction of electrons by molecules illustrates the
fact that the electrons behave as both particles and waves.
Electrons that have been accelerated through a potential
difference of 50kV possess a wavelength of 5.5pm and a
monochromated (i.e. a single wavelength) electron beam is
suitable for diffraction by molecules in the gas phase. The
electron diffraction apparatus (maintained under high
vacuum) is arranged so that the electron beam interacts
with a gas stream emerging from a nozzle. The electric
fields of the atomic nuclei in the sample are responsible for
most of the electron scattering that is observed.

Electron diffraction studies of gas phase samples are
concerned with molecules that are continually in motion,
which are, therefore, in random orientations and well
separated from one another. The diffraction data therefore
mainly provide information about intramolecular bond
parameters (contrast with the results of X-ray diffraction,
see Box 5.5). The initial data relate the scattering angle of
the electron beam to intensity. After corrections have been
made for atomic scattering, molecular scattering data are
obtained, and from these data it is possible (via Fourier
transformation) to obtain interatomic distances between all
possible (bonded and non-bonded) pairs of atoms in the
gaseous molecule. Converting these distances into a three-
dimensional molecular structure is not trivial, particularly
for large molecules. As a simple example, consider electron
diffraction data for BCl; in the gas phase. The results give
bonded distances B-Cl =174 pm (all bonds of equal length)
and non-bonded distances Cl—Cl=301pm (three equal
distances):

Point defined as 0 = 0 rad

e

C
1301 pm
C

By trigonometry, it is possible to show that each Cl-B—Cl
bond angle, 0, is equal to 120° and that BCl; is therefore a
planar molecule.

Electron diffraction is not confined to the study of gases.
Low energy electrons (10-200eV) are diffracted from the
surface of a solid and the diffraction pattern so obtained
provides information about the arrangement of atoms on
the surface of the solid sample. This technique is called /ow
energy electron diffraction (LEED).

Further reading

E.A.V. Ebsworth, D.W.H. Rankin and S. Cradock (1991)
Structural Methods in Inorganic Chemistry, 2nd edn,
CRC Press, Boca Raton, FL. — A chapter on diffraction
methods includes electron diffraction by gases and liquids.

C. Hammond (2001) The Basics of Crystallography and
Diffraction, 2nd edn, Oxford University Press, Oxford —
Chapter 11 covers electron diffraction and its applications.

0 is measured along this arc

This point has polar
coordinates (7 0, )

o~

Point defined as ¢ = 0 rad

¢ is measured along this arc

Fig. 1.4 Definition of the polar coordinates (r, 6, ¢) for a point shown here in pink; r is the radial coordinate and 6 and ¢ are
angular coordinates. § and ¢ are measured in radians (rad). Cartesian axes (x, y and z) are also shown.
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Box 1.3 Particle in a box

The following discussion illustrates the so-called particle in a
one-dimensional box and illustrates quantization arising from
the Schrodinger wave equation.

The Schrodinger wave equation for the motion of a particle
in one dimension is given by:

d*  8m’m
T
where m is the mass, E is the total energy and V is the
potential energy of the particle. The derivation of this
equation is considered in the set of exercises at the end of
Box 1.3. For a given system for which /" and m are known,
we can use the Schrodinger equation to obtain values of E
(the allowed energies of the particle) and v (the wavefunction).
The wavefunction itself has no physical meaning, but * is a
probability (see main text) and for this to be the case, 1) must
have certain properties:

(E-V)p=0

e ¢ must be finite for all values of x;
e 1 can only have one value for any value of x;

d . .
e 1 and d—w must vary continuously as x varies.
X

Now, consider a particle that is undergoing simple-harmonic
wave-like motion in one dimension, i.e. we can fix the direction
of wave propagation to be along the x axis (the choice of x is
arbitrary). Let the motion be further constrained such that the
particle cannot go outside the fixed, vertical walls of a box of
width a. There is no force acting on the particle within the box
and so the potential energy, V, is zero; if we take V' = 0, we are
placing limits on x such that 0 < x < a, i.e. the particle cannot
move outside the box. The only restriction that we place on the
total energy F is that it must be positive and cannot be infinite.
There is one further restriction that we shall simply state: the
boundary condition for the particle in the box is that 1) must be
zero when x = 0 and x = a.

Now let us rewrite the Schrodinger equation for the
specific case of the particle in the one-dimensional box
where V' = 0:

d*  87r’'mE "

dx? >

which may be written in the simpler form:
d*y 5 , 8wmE
@:fkw where k- = e

The solution to this (a well-known general equation) is:
1 = Asinkx 4 Bcoskx

where 4 and B are integration constants. When x =0,
sinkx = 0 and coskx = 1; hence, 1) = B when x = (0. How-
ever, the boundary condition above stated that ) = 0 when
x = 0, and this is only true if B = 0. Also from the boundary
condition, we see that ©» = 0 when x = a, and hence we can
rewrite the above equation in the form:

= Asinka =0

Since the probability, wz, that the particle will be at points
between x =0 and x = a cannot be zero (i.e. the particle
must be somewhere inside the box), 4 cannot be zero and
the last equation is only valid if:

ka = nr

wheren = 1,2, 3 .. .; ncannot be zero as this would make the
probability, 1*, zero meaning that the particle would no
longer be in the box.

Combining the last two equations gives:

. NTX
Y = Asin—
a
and, from earlier:

. e _ 2
8m2m  Sma>

wheren = 1, 2, 3 .. ; nis the quantum number determining the
energy of a particle of mass m confined within a one-
dimensional box of width a. So, the limitations placed on
the value of ) have led to quantized energy levels, the spacing
of which is determined by m and a.

The resultant motion of the particle is described by a series
of standing sine waves, three of which are illustrated

below. The wavefunction ¢, has a wavelength of a, while
. 2
wavefunctions ¢, and ; possess wavelengths of g and ?a
respectively. Each of the waves in the diagram has an
amplitude of zero at the origin (i.e. at the point a = 0);
points at which ¢ = 0 are called nodes. For a given particle
of mass m, the separations of the energy levels vary according

to n°, i.e. the spacings are not equal.

¥, - on*
n=3 \/ 3 8ma?
¥, . 4h?
n=2 2 Sma?
¥, P n?
n=1 U 8ma?
0 X axis a



Self-study exercises

Consider a particle that is undergoing simple-harmonic
wave-like motion in one dimension, with the wave propaga-
tion along the x axis. The general equation for the wave is:
2mx
= Asin—
v A
where A is the amplitude of the wave.

1. If ¢ = Asin 277Tx, find j—f and hence show that

d*y 47?
A

and this is represented in equation 1.14 where R(r) and
A(0, ¢) are radial and angular wavefunctions respectively.

77bCartesian (xv Vs Z) = wradial(r)d}angular(ev d)) = R(r)A(G, d))
(1.14)

Having solved the wave equation, what are the results?

e The wavefunction ¢ is a solution of the Schrédinger
equation and describes the behaviour of an electron in a
region of space called the atomic orbital.

e We can find energy values that are associated with parti-
cular wavefunctions.

e The quantization of energy levels arises naturally from
the Schrédinger equation (see Box 1.3).

A wavefunction 1 is a mathematical function that contains
detailed information about the behaviour of an electron. An
atomic wavefunction ¢ consists of a radial component, R(r),
and an angular component, A4 (6, ¢). The region of space
defined by a wavefunction is called an atomic orbital.

1.6 Atomic orbitals

The quantum numbers n, / and m;

An atomic orbital is usually described in terms of three
integral quantum numbers. We have already encountered the
principal quantum number, n, in the Bohr model of the hydro-
gen atom. The principal quantum number is a positive integer
with values lying between the limits 1 <n < oo; allowed
values arise when the radial part of the wavefunction is
solved.

Two more quantum numbers, / and m;, appear when the
angular part of the wavefunction is solved. The quantum

"The radial component in equation 1.14 depends on the quantum
numbers n and /, whereas the angular component depends on / and
my, and the components should really be written as R,,;(r) and
A/‘m/ (9: @)
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2. If the particle in the box is of mass m and moves with
velocity v, what is its kinetic energy, KE? Using the de
Broglie equation (1.11), write an expression for KE in
terms of m, h and \.

3. The equation you derived in part (2) applies only to a
particle moving in a space in which the potential energy,
V, is constant, and the particle can be regarded as
possessing only kinetic energy, KE. If the potential
energy of the particle does vary, the total energy,
E = KE + V. Using this information and your answers
to parts (1) and (2), derive the Schrodinger equation
(stated on p. 8) for a particle in a one-dimensional box.

number / is called the orbital quantum number and has allowed
values of 0,1,2... (n — 1). The value of / determines the shape
of the atomic orbital, and the orbital angular momentum of the
electron. The value of the magnetic quantum number, m;, gives
information about the directionality of an atomic orbital and
has integral values between +/ and —/.

Each atomic orbital may be uniquely labelled by a set of three
quantum numbers: n, / and m,.

Worked example 1.2 Quantum numbers: atomic

orbitals

Given that the principal quantum number, n, is 2, write down
the allowed values of / and m;, and determine the number of
atomic orbitals possible for n = 3.

For a given value of n, the allowed values of / are
0,1,2...(n—1), and those of m; are —/...0...+L.

For n = 2, allowed values of / =0 or 1.

For / = 0, the allowed value of m; = 0.

For [ = 1, allowed values of m; = —1,0,+1

Each set of three quantum numbers defines a particular
atomic orbital, and, therefore, for n =2, there are four
atomic orbitals with the sets of quantum numbers:

n=2, =0, m=0
n=2, =1 m=-1
n=2, =1, m=0
n=2 I=1, m=+I1

Self-study exercises

1. If m; has values of —1,0,+1, write down the corresponding
value of /. [Ans. I = 1]

2. If I has values 0, 1, 2 and 3, deduce the corresponding value of n.
|Ans. n = 4]
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3. For n = 1, what are the allowed values of / and m;,?
[Ans. 1 = 05 m; = 0]

4. Complete the following sets of quantum numbers: (a) n=4,
I=0,m=...;b)n=3,1=1,m=...
|Ans. (a) 0; (b) —1, 0, +1]

The distinction among the fypes of atomic orbital arises
from their shapes and symmetries. The four types of atomic
orbital most commonly encountered are the s, p, d and f
orbitals, and the corresponding values of / are 0, 1, 2 and 3
respectively. Each atomic orbital is labelled with values of
n and /, and hence we speak of 1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p,
4d, 4f etc. orbitals.

For an s orbital, / = 0.
For a d orbital, / = 2.

For a p orbital, / = 1.
For an forbital, / = 3.

Worked example 1.3 Quantum numbers: types of
orbital

Using the rules that govern the values of the quantum numbers
n and /, write down the possible types of atomic orbital for
n=1,2 and 3.

The allowed values of / are integers between 0 and (n — 1).

Forn=1,/=0.

The only atomic orbital for n = 1 is the 1s orbital.

Forn=2,/=0o0r1.

The allowed atomic orbitals for n =2 are the 2s and 2p
orbitals.

Forn=3,/=0,10r2.
The allowed atomic orbitals for n = 3 are the 3s, 3p and 3d
orbitals.

Self-study exercises

1. Write down the possible types of atomic orbital for n = 4.
|Ans. 4s, 4p, 4d, 4f |

2. Which atomic orbital has values of n =4 and / = 2?
|Ans. 4d |

3. Give the three quantum numbers that describe a 2s atomic
orbital. [Ans.n=2,1=0,m; =0]

4. Which quantum number distinguishes the 3s and Ss atomic
orbitals? |Ans. n|

Degenerate orbitals possess the same energy.

Now consider the consequence on these orbital types of
the quantum number my;. For an s orbital, /=0 and m,

can only equal 0. This means that for any value of n,
there is only one s orbital; it is said to be singly degenerate.
For a p orbital, / = 1, and there are three possible m7; values:
+1, 0, —1. This means that there are three p orbitals
for a given value of n when n > 2; the set of p orbitals is
said to be triply or three-fold degenerate. For a d orbital,
[ =2, and there are five possible values of m;: 42, +1, 0,
—1, —2, meaning that for a given value of n (n > 3), there
are five d orbitals; the set is said to be five-fold
degenerate. As an exercise, you should show that there
are seven f orbitals in a degenerate set for a given value
of n(n>4).

For a given value of n (n > 1) there is one s atomic

orbital.

For a given value of n (n > 2) there are three p atomic
orbitals.

For a given value of n (n > 3) there are five d atomic orbitals.
For a given value of n (n > 4) there are seven f* atomic
orbitals.

The radial part of the wavefunction, R(r)

The mathematical forms of some of the wave functions for
the H atom are listed in Table 1.2. Figure 1.5 shows plots
of the radial parts of the wavefunction, R(r), against dis-
tance, r, from the nucleus for the 1s and 2s atomic orbitals
of the hydrogen atom, and Figure 1.6 shows plots of
R(r) against r for the 2p, 3p, 4p and 3d atomic orbitals;
the nucleus is at r = 0.

From Table 1.2, we see that the radial parts of the wave-
functions decay exponentially as r increases, but the decay is
slower for n =2 than for n = 1. This means that the likeli-
hood of the electron being further from the nucleus increases
as n increases. This pattern continues for higher values of n.
The exponential decay can be seen clearly in Figure 1.5a.
Several points should be noted from the plots of the radial
parts of wavefunctions in Figures 1.5 and 1.6:

e satomic orbitals have a finite value of R(r) at the nucleus;
for all orbitals other than s, R(r) = 0 at the nucleus;
for the ls orbital, R(r) is always positive; for the first
orbital of other types (i.e. 2p, 3d, 4f), R(r) is positive
everywhere except at the origin;

e for the second orbital of a given type (i.e. 2s, 3p, 4d, 5f),
R(r) may be positive or negative but the wavefunction has
only one sign change; the point at which R(r) = 0 (not
including the origin) is called a radial node;

e for the third orbital of a given type (i.e. 3s, 4p, 5d, 6f),
R(r) has two sign changes, i.e. it possesses two radial
nodes.

ns orbitals have (n — 1) radial nodes.
np orbitals have (n — 2) radial nodes.
nd orbitals have (n — 3) radial nodes.
nf orbitals have (n — 4) radial nodes.
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Table 1.2 Solutions of the Schrodinger equation for the hydrogen atom which define the 1s, 2s and 2p atomic orbitals. For these
forms of the solutions, the distance r from the nucleus is measured in atomic units.

Atomic orbital n l m
Is 1 0 0 2"
2s 2 0 0 1 2-r)e"?
2V/2

1
2p, 2 1 +1 ——re?
P 26

1
2p. 2 1 0 ——re"?
Pz 26

1 ,
2p, 2 1 -1 ——re?
P 26

Radial part of the wavefunction, R(r)*

Angular part of wavefunction, 4(0, ¢)

V/3(sin O cos ¢)
2Vr
V3(cos b)
2Vr
V/3(sin fsin ¢)
NG

19

i . . . V4
* For the ls atomic orbital, the formula for R(r) is actually: 2<a_>
0

efzr/ag

but for the hydrogen atom, Z = 1 and @, = 1 atomic unit. Other functions are similarly simplified.

The radial distribution function, 4xr?R(r)?

Let us now consider how we might represent atomic orbitals
in three-dimensional space. We said earlier that a useful
description of an electron in an atom is the probability of find-
ing the electron in a given volume of space. The function 1>
(see Box 1.4)is proportional to the probability density of the
electron at a point in space. By considering values of 1* at
points around the nucleus, we can define a surface boundary
which encloses the volume of space in which the electron will
spend, say, 95% of its time. This effectively gives us a physi-
cal representation of the atomic orbital, since ¥* may be
described in terms of the radial and angular components
R(r)* and A(0, )*.

First consider the radial components. A useful way of
depicting the probability density is to plot a radial distribution

N
|

R(r) 1s/(atomic units) /2

0 )
0 12
Distance r from nucleus/atomic units

(@)

function (equation 1.15) and this allows us to envisage the

region in space in which the electron is found.

Radial distribution function = 47r? R(r)? (1.15)

The radial distribution functions for the 1s, 25 and 3s atomic
orbitals of hydrogen are shown in Figure 1.7, and Figure 1.8
shows those of the 3s, 3p and 3d orbitals. Each function is
zero at the nucleus, following from the /> term and the fact
that at the nucleus r = 0. Since the function depends on
R(r)%, it is always positive in contrast to R(r), plots for
which are shown in Figures 1.5 and 1.6. Each plot of
47r?R(r)* shows at least one maximum value for the
function, corresponding to a distance from the nucleus at
which the electron has the highest probability of being
found. Points at which 47rr2R(r)2 =0 (ignoring r=0)
correspond to radial nodes where R(r) = 0.

0.75 7

e
W
|

0.25

R(r) 2s/(atomic units) /2

0 1
0 \/12

—0.25 -

Distance r from nucleus/atomic units

(b)

Fig. 1.5 Plots of the radial parts of the wavefunction, R(r), against distance, r, from the nucleus for (a) the ls and (b) the 2s
atomic orbitals of the hydrogen atom; the nucleus is at » = 0. The vertical scales for the two plots are different but the horizontal

scales are the same.
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Box 1.4 Notation for 4? and its normalization

Although we use 1/12 in the text, it should strictly be written
as Yn)* where 1" is the complex conjugate of 1. In the x-
direction, the probability of finding the electron between
the limits x and (x 4 dx) is proportional to ¥(x)y"(x)dx.
In three-dimensional space this is expressed as 1" d7 in
which we are considering the probability of finding the
electron in a volume element d7. For just the radial part
of the wavefunction, the function is R(r)R"(r).

In all of our mathematical manipulations, we must
ensure that the result shows that the electron is somewhere

e
[}
J

0.15
2p

e
=
I

R(r)/(atomic units) /2

0.05 3d

(i.e. it has not vanished!) and this is done by normalizing the
wavefunction to unity. This means that the probability of
finding the electron somewhere in space is taken to be 1.
Mathematically, the normalization is represented as follows:

szz dr=1 or more correctly wa* dr=1

and this effectively states that the integral ([) is over all
space (d7) and that the total integral of 1/12 (or 7)") must
be unity.

4p

0] N

0
-0.05 J

35

Distance r from nucleus/atomic units

Fig. 1.6 Plots of radial parts of the wavefunction R(r) against r for the 2p, 3p, 4p and 3d atomic orbitals; the nucleus is at r = 0.

The angular part of the wavefunction, A(9, ¢)

Now let us consider the angular parts of the wavefunctions,
A(6,¢), for different types of atomic orbitals. These are
independent of the principal quantum number as Table 1.2
illustrates for n = 1 and 2. Moreover, for s orbitals, 4(0, ¢)

4Anr2R(r)*

is independent of the angles 6 and ¢ and is of a constant
value. Thus, an s orbital is spherically symmetric about the
nucleus. We noted above that a set of p orbitals is triply
degenerate; by convention they are given the labels p,, p,
and p.. From Table 1.2, we see that the angular part of the
p- wavefunction is independent of ¢; the orbital can be

I
10 15 20

Distance r from the nucleus/atomic units

Fig. 1.7 Radial distribution functions, 47rr2R(r)2 , for the ls, 25 and 3s atomic orbitals of the hydrogen atom.
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Distance r from the nucleus/atomic units

Fig. 1.8 Radial distribution functions, 47rr2R(r)2, for the 3s, 3p and 3d atomic orbitals of the hydrogen atom.

represented as two spheres (touching at the origin)’, the
centres of which lie on the z axis. For the p, and p, orbitals,
A(0, ¢) depends on both the angles 6 and ¢; these orbitals are
similar to p. but are oriented along the x and y axes.

Although we must not lose sight of the fact that wave-
functions are mathematical in origin, most chemists find
such functions hard to visualize and prefer pictorial
representations of orbitals. The boundary surfaces of the s
and three p atomic orbitals are shown in Figure 1.9. The
different colours of the lobes are significant. The boundary
surface of an s orbital has a constant phase, i.e. the amplitude
of the wavefunction associated with the boundary surface of
the s orbital has a constant sign. For a p orbital, there is one
phase change with respect to the boundary surface and this
occurs at a nodal plane as is shown for the p. orbital in
Figure 1.9. The amplitude of a wavefunction may be positive
or negative; this is shown using + and — signs, or by shading
the lobes in different colours as in Figure 1.9.

Just as the function 47rr2R(r)2 represents the probability of
finding an electron at a distance r from the nucleus, we use a
function dependent upon A(6,$)* to represent the prob-
ability in terms of # and ¢. For an s orbital, squaring
A(0, ¢) causes no change in the spherical symmetry, and the
surface boundary for the s atomic orbital shown in Figure
1.10 looks similar to that in Figure 1.9. For the p orbitals
however, going from A(0,¢) to A(0,$)* has the effect of
elongating the lobes as illustrated in Figure 1.10. Squaring
A(0, ) necessarily means that the signs (4 or —) disappear,

" In order to emphasize that ¢ is a continuous function we have extended
boundary surfaces in representations of orbitals to the nucleus, but for
p orbitals, this is strictly not true if we are considering ~95% of the
electronic charge.

but in practice chemists often indicate the amplitude by a
sign or by shading (as in Figure 1.10) because of the impor-
tance of the signs of the wavefunctions with respect to their
overlap during bond formation (see Section 1.13).

Finally, Figure 1.11 shows the boundary surfaces for five
hydrogen-like d orbitals. We shall not consider the mathema-
tical forms of these wavefunctions, but merely represent the
orbitals in the conventional manner. Each d orbital possesses
two nodal planes and as an exercise you should recognize
where these planes lie for each orbital. We consider d orbitals
in more detail in Chapters 19 and 20, and f orbitals in
Chapter 24.

Orbital energies in a hydrogen-like species

Besides providing information about the wavefunctions,
solutions of the Schrodinger equation give orbital energies,
E (energy levels), and equation 1.16 shows the dependence
of E on the principal quantum number for hydrogen-like
species.

E=—— k = a constant = 1.312 x 10° kJmol ™!

n2
(1.16)

For each value of n there is only one energy solution and
for hydrogen-like species, all atomic orbitals with the
same principal quantum number (e.g. 3s, 3p and 3d) are
degenerate.

Size of orbitals

For a given atom, a series of orbitals with different values of n
but the same values of / and m; (e.g. 1s, 2s, 3s, 4s, . ..) differ in
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Fig. 1.9 Boundary surfaces for the angular parts of the 1s and 2p atomic orbitals of the hydrogen atom. The nodal plane shown
in grey for the 2p. atomic orbital lies in the xy plane.

y
X
S
z z
Q- ’
X X
P, P

Fig. 1.10 Representations of an s and a set of three degenerate p atomic orbitals. The lobes of the p, orbital are elongated like
those of the p, and p. but are directed along the axis that passes through the plane of the paper.

z z z

d, d,, dy,
V4 V4
y 6 < ’ y
X X
dZZ dxz_yz

Fig. 1.11 Representations of a set of five degenerate d atomic orbitals.



their relative size (spatial extent). The larger the value of n, the
larger the orbital, although this relationship is not linear. An
increase in size also corresponds to an orbital being more diffuse.

The spin quantum number and the
magnetic spin quantum number

Before we place electrons into atomic orbitals, we must
define two more quantum numbers. In a classical model,
an electron is considered to spin about an axis passing
through it and to have spin angular momentum in addition
to orbital angular momentum (see Box 1.5). The spin quan-
tum number, s, determines the magnitude of the spin angular
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momentum of an electron and has a value of % Since angular
momentum is a vector quantity, it must have direction, and
this is determined by the magnetic spin quantum number, my,
which has a value of +1 or —1.

Whereas an atomic orbital is defined by a unique set of
three quantum numbers, an electron in an atomic orbital is
defined by a unique set of four quantum numbers: n, I, my;
and my. As there are only two values of myg, an orbital can

accommodate only two electrons.

An orbital is fully occupied when it contains two electrons
which are spin-paired; one electron has a value of m, = +%

and the other, m; = — 1.

Box 1.5 Angular momentum, the inner quantum number, j, and spin-orbit coupling

The value of / determines not only the shape of an orbital but
also the amount of orbital angular momentum associated
with an electron in it:

Orbital angular momentum = [\//(/+ 1)] 5
7r

The axis through the nucleus about which the electron
(considered classically) can be thought to rotate defines the
direction of the orbital angular momentum. The latter gives
rise to a magnetic moment whose direction is in the same
sense as the angular vector and whose magnitude is propor-
tional to the magnitude of the vector. An electron in an s
orbital (/ = 0) has no orbital angular momentum, an electron
in a p orbital (/ = 1) has angular momentum +/2(/z/2x), and
so on. The orbital angular momentum vector has (2/+ 1)
possible directions in space corresponding to the (2/ + 1) pos-
sible values of m1; for a given value of /.

We are particularly interested in the component of the angu-
lar momentum vector along the z axis; this has a different value
for each of the possible orientations that this vector can take up.
The actual magnitude of the z component is given by m,(//27).
Thus, for an electron in a d orbital (/ = 2), the orbital angular
momentum is v/6(//27), and the z component of this may have
values of +2(h/27), +(h/27), 0, —(h/27) or —2(h/27). The
orbitals in a sub-shell of given n and /, are, as we have seen,
degenerate. If, however, the atom is placed in a magnetic
field, this degeneracy is removed. And, if we arbitrarily define
the direction of the magnetic field as the z axis, electrons in
the various d orbitals will interact to different extents with the
magnetic field as a consequence of their different values of the
z components of their angular momentum vectors (and,
hence, orbital magnetic moment vectors).

An electron also has spin angular momentum which can be
regarded as originating in the rotation of the electron about
its own axis. The magnitude of this is given by:

. h
Spin angular momentum = [\/s(s + 1)] =
s

where s = spin quantum number (see text). The axis defines
the direction of the spin angular momentum vector, but

again it is the orientation of this vector with respect to the
z direction in which we are particularly interested. The z
component is given by m(h/2); since m; can only equal
+% or —%, there are just two possible orientations of the
spin angular momentum vector, and these give rise to z
components of magnitude + 3 (4/27) and — 1 (h/27).

For an electron having both orbital and spin angular
momentum, the total angular momentum vector is given by:

Total angular momentum = [\/j(j + 1)] 2£
Yis

where j is the so-called inner quantum number; j may have
values of (/+s) or (/—s), ie. [+% or /—4 (When /=0
and the electron has no orbital angular momentum, the

. h
total angular momentum is [/s(s + 1)] 2—1 because j = s.)
P

The z component of the total angular momentum vector is
now j(i/2r) and there are (2j + 1) possible orientations in
space.

For an electron in an ns orbital (/= 0), j can only be .
When the electron is promoted to an np orbital, j may be
% or %, and the energies corresponding to the different j
values are not quite equal. In the emission spectrum of
sodium, for example, transitions from the 3p3,, and 3p;/,
levels to the 3s;/, level therefore correspond to slightly
different amounts of energy, and this spin—orbit coupling is
the origin of the doublet structure of the strong yellow line
in the spectrum of atomic sodium. The fine structure of
many other spectral lines arises in analogous ways, though
the number actually observed depends on the difference in
energy between states differing only in j value and on the
resolving power of the spectrometer. The difference in
energy between levels for which Aj=1 (the spin—orbit
coupling constant, \) increases with the atomic number
of the element involved; e.g. that between the np;,, and
np, ), levels for Li, Na and Cs is 0.23, 11.4 and 370 cm~!
respectively.

For further information: see Box 20.6.
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Worked example 1.4 Quantum numbers: an electron

in an atomic orbital

Write down two possible sets of quantum numbers that
describe an electron in a 2s atomic orbital. What is the
physical significance of these unique sets?

The 2s atomic orbital is defined by the set of quantum
numbers n =2,/=0, m; = 0.

An electron in a 2s atomic orbital may have one of two sets
of four quantum numbers:

n=2 1=0, m=0, mg=+]
or
n:2’ ZZO, ml_07 mS:_%

If the orbital were fully occupied with two electrons,
one electron would have m, = +%, and the other electron
would have m; = —3, i.e. the two electrons would be spin-
paired.

1
20

Self-study exercises

1. Write down two possible sets of quantum numbers to describe
an electron in a 3s atomic orbital.

[Ans.n=3,1=0,m =0,m;=+%n=3,1=0,m =0,
ms:—%

2. If an electron has the quantum numbers n =2,/ =1, m; = —1
and m; = +% which type of atomic orbital is it occupying?
[Ans. 2p|

3. An electron has the quantum numbers n=4, /=1, m; =0 and
m, = +%. Is the electron in a 4s, 4p or 4d atomic orbital?
[Ans. 4p|

4. Write down a set of quantum numbers that describes an
electron in a Ss atomic orbital. How does this set of quantum
numbers differ if you are describing the second electron in the
same orbital?

[Ans. n=5,1=0,m; =0, m; = +} or —}

The ground state of the hydrogen atom

So far we have focused on the atomic orbitals of hydrogen
and have talked about the probability of finding an
electron in different atomic orbitals. The most energetically
favourable (stable) state of the H atom is its ground state
in which the single electron occupies the 1s (lowest energy)
atomic orbital. The electron can be promoted to higher
energy orbitals (see Section 1.4) to give excited states.

The notation for the ground state electronic configuration of
an H atom is 1s', signifying that one electron occupies the Ls
atomic orbital.

1.7 Many-electron atoms

The helium atom: two electrons

The preceding sections have been devoted to hydrogen-like
species containing one electron, the energy of which depends
only on 7 (equation 1.16); the atomic spectra of such species
contain only a few lines associated with changes in the
value of n (Figure 1.3). It is only for such species that the
Schrédinger equation has been solved exactly.

The next simplest atom is He (Z = 2), and for its two elec-
trons, three electrostatic interactions must be considered:

e attraction between electron (1) and the nucleus;
e attraction between electron (2) and the nucleus;
e repulsion between electrons (1) and (2).

The net interaction will determine the energy of the system.

In the ground state of the He atom, two electrons with
mg = +% and —% occupy the ls atomic orbital, i.e. the
electronic configuration is 1s2. For all atoms except hydro-
gen-like species, orbitals of the same principal quantum
number but differing / are nor degenerate. If one of the 15
electrons is promoted to an orbital with n = 2, the energy
of the system depends upon whether the electron goes into
a 2s or 2p atomic orbital, because each situation gives rise
to different electrostatic interactions involving the two
electrons and the nucleus. However, there is no energy
distinction among the three different 2p atomic orbitals. If
promotion is to an orbital with n = 3, different amounts of
energy are needed depending upon whether 3s, 3p or 3d
orbitals are involved, although there is no energy difference
among the three 3p atomic orbitals, or among the five 3d
atomic orbitals. The emission spectrum of He arises as the
electrons fall back to lower energy states or to the ground
state and it follows that the spectrum contains more lines
than that of atomic H.

In terms of obtaining wavefunctions and energies for the
atomic orbitals of He, it has not been possible to solve
the Schrodinger equation exactly and only approximate
solutions are available. For atoms containing more than
two electrons, it is even more difficult to obtain accurate
solutions to the wave equation.

In a multi-electron atom, orbitals with the same value of n but
different values of / are not degenerate.

Ground state electronic configurations:
experimental data

Now consider the ground state electronic configurations of
isolated atoms of all the elements (Table 1.3). These
are experimental data, and are nearly always obtained by
analysing atomic spectra. Most atomic spectra are too
complex for discussion here and we take their interpretation
on trust.



We have already seen that the ground state electronic
configurations of H and He are 1s' and 1s* respectively.
The 1s atomic orbital is fully occupied in He and its con-
figuration is often written as [He]. In the next two elements,
Li and Be, the electrons go into the 2s orbital, and then from
B to Ne, the 2p orbitals are occupied to give the electronic
configurations [He]2s*2p™ (m = 1-6). When m =6, the
energy level (or shell) with n = 2 is fully occupied, and the
configuration for Ne can be written as [Ne]. The filling of
the 3s and 3p atomic orbitals takes place in an analogous
sequence from Na to Ar, the last element in the series
having the electronic configuration [Ne]3s>2p° or [Ar].

With K and Ca, successive electrons go into the 4s orbital,
and Ca has the electronic configuration [Ar]4s®. At this
point, the pattern changes. To a first approximation, the
10 electrons for the next 10 elements (Sc to Zn) enter the
3d orbitals, giving Zn the electronic configuration 4s>3d'°.
There are some irregularities (see Table 1.3) to which we
return later. From Ga to Kr, the 4p orbitals are filled, and
the electronic configuration for Kr is [Ar]4s23a’104p6 or [Kr].

From Rb to Xe, the general sequence of filling orbitals is
the same as that from K to Kr although there are once
again irregularities in the distribution of electrons between
s and d atomic orbitals (see Table 1.3).

From Cs to Rn, electrons enter forbitals for the first time; Cs,
Ba and La have configurations analogous to those of Rb, Sr
and Y, but after that the configurations change as we begin
the sequence of the lanthanoid elements (see Chapter 24).}
Cerium has the configuration [XeJ4f'6s>5d" and the filling of
the seven 4f orbitals follows until an electronic configuration
of [XeJ4f'*65s°5d" is reached for Lu. Table 1.3 shows that the
5d orbital is not usually occupied for a lanthanoid element.
After Lu, successive electrons occupy the remaining 5d orbitals
(Hf to Hg) and then the 6p orbitals to Rn which has the
configuration [XeJ4/#65°5d'°6p° or [Rn]. Table 1.3 shows
some irregularities along the series of d-block elements.

For the remaining elements in Table 1.3 beginning at fran-
cium (Fr), filling of the orbitals follows a similar sequence as
that from Cs but the sequence is incomplete and some of the
heaviest elements are too unstable for detailed investigations
to be possible. The metals from Th to Lr are the actinoid
elements, and in discussing their chemistry, Ac is generally
considered with the actinoids (see Chapter 24).

A detailed inspection of Table 1.3 makes it obvious that
there is no one sequence that represents accurately the
occupation of different sets of orbitals with increasing
atomic number. The following sequence is approximately
true for the relative energies (lowest energy first) of orbitals
in neutral atoms:

Is <25 <2p<3s<3p<4s<3d<dp<Ss<4d <5p
<6s<Sd=4f <6p<Ts<6d=>5f

"The TUPAC recommends the names lanthanoid and actinoid in
preference to lanthanide and actinide; the ending ‘-ide’ usually implies
a negatively charged ion.
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The energies of different orbitals are close together for high
values of n and their relative energies can change significantly
on forming an ion (see Section 19.2).

Penetration and shielding

Although it is not possible to calculate the dependence of the
energies of orbitals on atomic number with the degree of
accuracy that is required to obtain agreement with all the
electronic configurations listed in Table 1.3, some useful
information can be gained by considering the different
screening effects that electrons in different atomic orbitals
have on one another. Figure 1.12 shows the radial distribu-
tion functions for the 1s, 25 and 2p atomic orbitals of the
H atom. (It is a common approximation to assume hydro-
gen-like wavefunctions for multi-electron atoms.) Although
values of 4m”R(r)* for the 1s orbital are much greater
than those of the 2s and 2p orbitals at distances relatively
close to the nucleus, the values for the 2s and 2p orbitals
are still significant. We say that the 2s and 2p atomic orbitals
penetrate the ls atomic orbital; calculations show that the 2s
atomic orbital is more penetrating than the 2p orbital.

Now let us consider the arrangement of the electrons in
Li (Z = 3). In the ground state, the ls atomic orbital is
fully occupied and the third electron could occupy either a
2s or 2p orbital. Which arrangement will possess the lower
energy? An electron in a 2s or 2p atomic orbital experiences
the effective charge, Z, of a nucleus partly shielded by the 1s
electrons. Since the 2p orbital penetrates the 1s orbital less
than a 2s orbital does, a 2p electron is shielded more than
a 2s electron. Thus, occupation of the 2s rather than the 2p
atomic orbital gives a lower energy system. Although we
should consider the energies of the electrons in atomic
orbitals, it is common practice to think in terms of the
orbital energies themselves: E(2s) < E(2p). Similar argu-
ments lead to the sequence E(3s) < E(3p) < E(3d) and
E(4s) < E(4p) < E(4d) < E(4f). As we move to atoms of
elements of higher atomic number, the energy differences
between orbitals with the same value of n become smaller,
the validity of assuming hydrogen-like wavefunctions becomes
more doubtful, and predictions of ground states become less
reliable. The treatment above also ignores electron—electron
interactions within the same principal quantum shell.

A set of empirical rules (Slater’s rules) for estimating the
effective nuclear charges experienced by electrons in different
atomic orbitals is described in Box 1.6.

1.8 The periodic table

In 1869 and 1870 respectively, Dmitri Mendeléev and Lothar
Meyer stated that the properties of the elements can be
represented as periodic functions of their atomic weights,
and set out their ideas in the form of a periodic table. As
new elements have been discovered, the original form of
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Table 1.3 Ground state electronic configurations of the elements up to Z = 103.
Atomic Element Ground state Atomic Element Ground state
number electronic configuration number electronic configuration
1 H 1s! 50
5 53 I [Kr]55°4d'"5p°
§ Ee [lﬁle]ZﬁHe] 54 Xe [Kr]ss24d'°5p [Xe]
] Be [Hol2s? 55 Cs [Xe]6s
5 B [He] 232 Zpl 56 Ba [Xe] 6S
1
. c (Hel2s22p? 57 La [Xe]6s>5d 1
; N (Hel2s22p’ 58 Ce [Xe]4f 65°5d
o o [(Hel2525" 59 Pr [Xeldf> 65>
0 F (He[292p° 60 Nd [Xe]4f“6s
10 Ne [He]2522p® = [Ne] o1 Pm [Xel4/ 65"
" Na [NeJ3s' 62 Sm [Xe]4f’m
> Mg [Nel3s? 63 Eu [Xe]4f7652 1
3 Al [NeJ3s'3,! 64 Gd [Xeldf"6s°5d
14 Si [Ne]3s23p? 65 b [Xe]4ff§’s
15 P [Ne]3s23p° 66 Dy [Xel4/ 1165
16 g [NeJ3s23p* 67 Ho [Xeldr 1265
17 Cl [Ne]3s23p° o8 Er [Xel4/ 1365
18 Ar [Nel3s23p® = [Ar] 69 Tm [Xel4/ 65
14
19 K [Ar]4sl 70 Yb [Xe]4f14652 1
2 Ca [Ar]4sz 71 Lu [Xe]4f146 5d2
. o [Ar4s3d" 72 Hf [Xe]4f146s 5d3
» Ti [Ar]4sz3d2 73 Ta [Xe]4f146s 5d4
- v [Arjds’3d’ 74 W [Xe]4f146s 5d5
2 Cr [Arlds'3d° 75 Re [Xe]4fl46s 5af6
5 Mo (Ar4s3d° 76 Os [Xe]4f146s 5d7
2% Fe [Ar]4sz3d6 77 Ir [Xe]4f1465 5d9
57 Co (A5 3d" 78 Pt [Xe]4fl46s 5d10
28 Ni [Ar]4s?3d® 7 Au [Xel4/ 146 d
29 Cu [Ar]ds'3d" 80 He [Xel4/ 146S d
30 7n [AI‘]4S23d10 81 TI [Xe]4f1463 5d106p
31 Ga [Ar]ds?3d'04p! 82 Pb [Xelaf 1465 > d106”
30 Ge [AI‘]4S23d104p2 83 Bi1 [Xe]4fl46s 5d106p
33 As [Ar]4323d104p3 84 Po [Xe]4f146§' 5d106p
34 Se [Ar]4523d104p4 85 At [XC]4f146S 5d106p
2 B [ArJds’3d"04p° 86 Rn [Xe]4fl 65°5d'6p° = [Rn]
36 Kr [Ar}s?3d"%4p5 = [Kr] 87 Fr [Rn]7s,
37 Rb [KI‘]SSI 88 Ra [Rn]7s o
38 Sr [Kr]5s 89 Ac [Rn]6d27s2
39 Y [Kr]5s24d" %0 Th [Rnj6d"7s™
10 . [Kelss4d” 91 Pa [Rn]5f37sz6dl
Al Nb [Ke]5s' 44 92 U [Rn]5f47s26d1
4 Mo [Kr]5s' 4d° 93 Np [Rn}y/ 75 6d
43 Te [Kr]5524d° o4 Pu [Rn]sf:“z
44 Ru [Kr]5s'4d” 95 Am R}y 7s
45 Rh [Kr]5s'4d® 96 Cm [Rn]5/ 7s26d
46 Pd [K1]55°4d" o7 Bk [Rn]sfi? .
47 Ag [K1]5s'4d"° o8 crf [Rn}y77s
48 cd [Kr]5524d" 99 Es [Rn}yf' 7s
49 In [Kr]55%4d"5p! 100 Fm [Rn}y/ " 7s
13~ 2
50 Sn [K1]55%4d " 5p* 101 Md [Rn}y/ 75
51 Sb [K1]55%4d " 5p° 102 No R}y 7
52 Te [K1]55%4d " 5p* 103 Lr [Rn}y/™7s76d
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Fig. 1.12 Radial distribution functions, 47r* R(r)?, for the s, 2s and 2p atomic orbitals of the hydrogen atom.

CHEMICAL AND THEORETICAL BACKGROUND

Box 1.6 Effective nuclear charge and Slater’s rules

Slater’s rules

Effective nuclear charges, Z;, experienced by electrons in
different atomic orbitals may be estimated using Slater’s
rules. These rules are based on experimental data for
electron promotion and ionization energies, and Z.; is
determined from the equation:

Zegg=2—S

where Z = nuclear charge, Z; = effective nuclear charge,
S = screening (or shielding) constant.
Values of S may be estimated as follows:

1. Write out the electronic configuration of the element in
the following order and groupings: (ls), (2s, 2p),
(3s, 3p), (3d), (4s, 4p), (4d), (41), (5s, 5p) etc.
2. Electrons in any group higher in this sequence than the
electron under consideration contribute nothing to S.
3. Consider a particular electron in an ns or np orbital:
(i) Each of the other electrons in the (ns, np) group
contributes S = 0.35.

(i) Each of the electrons in the (n — 1) shell contri-
butes S = 0.85.

(iii) Each of the electrons in the (n — 2) or lower shells
contributes S = 1.00.

4. Consider a particular electron in an nd or nf orbital:

(1) Each of the other electrons in the (nd, nf) group
contributes S = 0.35.

(it) Each of the electrons in a lower group than the one
being considered contributes S = 1.00.

An example of how to apply Slater’s rules

Question: Confirm that the experimentally observed electro-
nic configuration of K, 1s22522p63523p64sl, is energetically
more stable than the configuration 1s22s22p63523p63d L

For K, Z = 19.

Applying Slater’s rules, the effective nuclear charge
experienced by the 4s electron for the configuration
1522s22p63s23pﬁ4s1 is:

Zy=2Z-S
=19 — [(8 x 0.85) + (10 x 1.00)]
=220

The effective nuclear charge experienced by the 3d electron
for the configuration 1s*2s*2p°3s?3p%3d" is:

Zuy=2Z-8
=19 — (18 x 1.00)
=1.00

Thus, an electron in the 4s (rather than the 3d) atomic orbital
is under the influence of a greater effective nuclear charge and
in the ground state of potassium, it is the 4s atomic orbital
that is occupied.

Slater versus Clementi and Raimondi values of Z.¢

Slater’s rules have been used to estimate ionization energies,
ionic radii and electronegativities. More accurate effective
nuclear charges have been calculated by Clementi and
Raimondi by using self-consistent field (SCF) methods, and
indicate much higher Z.; values for the d electrons.
However, the simplicity of Slater’s approach makes this
an attractive method for ‘back-of-the-envelope’ estimations
of Z.

19
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Self-study exercises

1. Show that Slater’s rules give a value of Z.; = 1.95 for a 2s
electron in a Be atom.

2. Show that Slater’s rules give a value of Z.; = 5.20 for a 2p
electron of F.

3. Use Slater’s rules to estimate values of Zy for (a) a 4s
and (b) a 3d electron in a V atom.
[Ans. (a) 3.30; (b) 4.30]

s-block elements d-block elements
A A

4. Using your answer to question 3, explain why the valence
configuration of the ground state of a V* ion is likely to be
3d*4s' rather than 3d°4s”.

Further reading

G. Wulfsberg (2000) Inorganic Chemistry, University Science
Books, Sausalito, CA — Contains a fuller treatment of
Slater’s rules and illustrates their application, particularly
to the assessment of electronegativity.

p-block elements
A

s N

N O N

Group Group Group Group Group Group Group Group Group Group Group Group Group Group Group Group Group Group

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 2
H He
4 5 6 7 8 9 10
Li Be C (0] F Ne
11 12 13 14 15 16 17 18
Na Mg Al Si P S Cl Ar
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
K Ca Sc Ti \ Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te | Xe
55 56 [57-71| 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86
Cs Ba | La-Lu Hf Ta W Re Os Ir Pt Au Hg T Pb Bi Po At Rn
87 88 [89-103( 104 | 105 106 | 107 | 108 | 109 | 110 | 111 112
Fr Ra | Ac-Lr Rf Db Sg Bh Hs Mt Ds Rg Uub

f-block elements

58 59 60 61 62

Lanthanoids Ce Pr Nd Pm Sm

63 64 65 66 67 68 69 70 71
Eu Gd Tb Dy Ho Er Tm Yb Lu

90 91 92 93 94

Actinoids Th Pa U Np Pu

95 96 97 98 99 100 101 102 103
Am Cm Bk Cf Es Fm Md No Lr

Fig. 1.13 The modern periodic table in which the elements are arranged in numerical order according to the number of protons

(and electrons) they possess. The division into groups places elements with the same number of valence electrons into vertical columns
within the table. Under [UPAC recommendations, the groups are labelled from 1 to 18 (Arabic numbers). The vertical groups of
three d-block elements are called riads. Rows in the periodic table are called periods. The first period contains H and He, but the row
from Li to Ne is sometimes referred to as the first period. Strictly, the lanthanoids include the 14 elements Ce-Lu, and the actinoids
include Th-Lr; however, common usage places La with the lanthanoids, and Ac with the actinoids (see Chapter 24).

the periodic table has been extensively modified, and it is
now recognized that periodicity is a consequence of the
variation in ground state electronic configurations. A
modern periodic table (Figure 1.13) emphasizes the blocks
of 2, 6, 10 and 14 elements which result from the filling of
the s, p, d and f atomic orbitals respectively. An exception
is He, which, for reasons of its chemistry, is placed in a
group with Ne, Ar, Kr, Xe and Rn. A more detailed periodic
table is given inside the front cover of the book.

The TUPAC (International Union of Pure and Applied
Chemistry) has produced guidelines' for naming blocks
and groups of elements in the periodic table. In summary,

e Dblocks of elements may be designated by use of the letters
s, p, d or f (Figure 1.13);

"IUPAC: Nomenclature of Inorganic Chemistry (Recommendations
1990), ed. G.J. Leigh, Blackwell Scientific Publications, Oxford.



Table 1.4 TUPAC recommended names for groups of elements
in the periodic table.

Group number Recommended name

1 Alkali metals
2 Alkaline earth metals
15 Pnicto gensi
16 Chalcogens
17 Halogens
18 Noble gases

 The name pnictogen is likely to approved by the ITUPAC by the end of
2004.

e clements (except H) in groups 1, 2 and 13-18 are called
main group elements;

e with the exception of group 18, the first two elements of
each main group are called typical elements;

e clements in groups 3—11 (i.e. those with partially filled d
orbitals) are called transition elements.

Note the distinction between a transition and d-block element.
Elements in groups 3-12 inclusive are collectively called
d-block elements, but by the TUPAC rulings, a transition
metal is an element, an atom of which possesses an incomplete
d-shell or which gives rise to a cation with an incomplete
d-shell. Thus, elements in group 12 are not classed as transition
elements. Collective names for some of the groups of elements
in the periodic table are given in Table 1.4.

1.9 The aufbau principle

Ground state electronic configurations

In the previous two sections, we have considered experimen-
tal electronic configurations and have seen that the organiza-
tion of the elements in the periodic table depends on the
number, and arrangement, of electrons that each element
possesses. Establishing the ground state electronic configura-
tion of an atom is the key to understanding its chemistry, and
we now discuss the aufbau principle (aufbau means ‘building
up’ in German) which is used in conjunction with Hund’s
rules and the Pauli exclusion principle to determine
electronic ground state configurations:

e Orbitals are filled in order of energy, the lowest energy
orbitals being filled first.

e Hund’s first rule (often referred to simply as Hund’s
rule): in a set of degenerate orbitals, electrons may not
be spin-paired in an orbital until each orbital in the set
contains one electron; electrons singly occupying orbitals
in a degenerate set have parallel spins, i.e. they have the
same values of m.

e Pauli exclusion principle: no two electrons in the same
atom may have the same set of n, /, m; and m, quantum
numbers; it follows that each orbital can accommodate
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a maximum of two electrons with different m, values
(different spins = spin-paired).

Worked example 1.5 Using the aufbau principle

Determine (with reasoning) the ground state electronic config-
urations of (a) Be (Z = 4) and (b) P (Z = 15).

The value of Z gives the number of electrons to be
accommodated in atomic orbitals in the ground state of
the atom.

Assume an order of atomic orbitals (lowest energy first) as
follows: 1s < 25 < 2p < 3s < 3p

(a) Be Z =4

Two electrons (spin-paired) are accommodated in the
lowest energy ls atomic orbital.

The next two electrons (spin-paired) are accommodated in
the 2s atomic orbital.

The ground state electronic configuration of Be is there-
fore 15257

(b) P Z =15

Two electrons (spin-paired) are accommodated in the
lowest energy ls atomic orbital.

The next two electrons (spin-paired) are accommodated in
the 25 atomic orbital.

The next six electrons are accommodated in the three
degenerate 2p atomic orbitals, two spin-paired electrons
per orbital.

The next two electrons (spin-paired) are accommodated in
the 3s atomic orbital.

Three electrons remain and applying Hund’s rule, these
singly occupy each of the three degenerate 3p atomic orbitals.

The ground state electronic configuration of P is therefore
15°2522p%35%3p°.

Self-study exercises

1. Where, in the above argument, is the Pauli exclusion principle
applied?

2. Will the three electrons in the P 3p atomic orbitals possess the
same or different values of the spin quantum number?
[Ans. Same; parallel spins |

3. Show, with reasoning, that the ground state electronic con-
figuration of O (Z = 8) is 1s22s%2p".

4. Determine (with reasoning) how many unpaired electrons are
present in a ground state Al atom (Z =13). |Ans. 1]

Worked example 1.6 The ground state electronic
configurations of the noble gases

The atomic numbers of He, Ne, Ar and Kr are 2, 10,
18 and 36 respectively. Write down the ground state
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electronic configurations of these elements and comment upon
their similarities or differences.

Apply the aufbau principle using the atomic orbital energy
sequence:

Is<2s<2p<3s<3p<ds<3d<idp

The ground state electronic configurations are:

He Z=2 15
Ne Z=10 15°25°2p°
Ar Z =18 1s22s22p63s23p6

Kr Z =36 15°2572p%35%3p%45%3d" 0 4p°

Each element Ne, Ar and Kr has a ground state electronic
configuration ...ns*np°. Helium is the odd one out, but
still possesses a filled quantum level; this is a characteristic
property of a noble gas.

Self-study exercises

1. Values of Z for Li, Na, K and Rb are 3, 11, 19 and 37
respectively. Write down their ground state configurations
and comment on the result.

[Ans. All are of the form IX]ns1 where X is a noble gas.]

2. How are the ground state electronic configurations of O, S and
Se (Z =8, 16, 34 respectively) alike? Give another element
related in the same way.

|Ans. All are of the form [X]nsznp4 where X is a noble gas;
Te or Po]

3. State two elements that have ground state electronic configura-
tions of the general type [X]nsznpl.
[Ans. Any two elements from group 13]

Valence and core electrons

The configuration of the outer or valence electrons is of
particular significance. These electrons determine the
chemical properties of an element. Electrons that occupy
lower energy quantum levels are called core electrons. The
core electrons shield the valence electrons from the nuclear
charge, resulting in the valence electrons experiencing only
the effective nuclear charge, Z.;. For an element of low
atomic number, the core and valence electrons are readily
recognized by looking at the ground state electronic con-
figuration. That of oxygen is 15°2s*2p*. The core electrons of
oxygen are those in the ls atomic orbital; the six electrons
with n = 2 are the valence electrons.

Diagrammatic representations of electronic
configurations

The notation we have used to represent electronic configura-
tions is convenient and is commonly adopted, but sometimes
it is also useful to indicate the relative energies of the
electrons. Figure 1.14 gives qualitative energy level diagrams

ot
“
vt
2 -

1 4k

Si (Z=14)

Energy
Energy

STINEEE
2s.H.

1s.H.

0(Z=38)

Fig. 1.14 Diagrammatic representations of the ground state
electronic configurations of O and Si. The complete
configurations are shown here, but it is common to simply
indicate the valence electrons. For O, this consists of the 2s
and 2p levels, and for Si, the 3s and 3p levels.

which describe the ground state electronic configurations of
O and Si.

Worked example 1.7 Quantum numbers for electrons

Confirm that the configuration shown for oxygen in Figure
1.14 is consistent with each electron possessing a unique set
of four quantum numbers.

Each atomic orbital is designated by a unique set of three
quantum numbers:

s n=1 [1=0 m=0
2s n=2 [1=0 m=0
2p n=2 I=1 m=-1
n=2 I=1 m=0
n=2 I=1 m=+I

If an atomic orbital contains two electrons, they must
have opposite spins so that the sets of quantum numbers for
the two electrons are different: e.g. in the ls atomic orbital:

one electron has n=1 [=0 m=0 n1S:+%

1

the other electron has n=1 /=0 m=0 m;=—;

[This discussion is extended in Box 20.6. ]

Self-study exercises

1. Show that the electronic configuration 1s22s22p1 for B
corresponds to each electron having a unique set of four
quantum numbers.

2. The ground state of N is 1s22s22p3. Show that each electron in
the 2p level possesses a unique set of four quantum numbers.

3. Explain why it is not possible for C to possess a ground state
electronic configuration of 1s5?25?2p” with the 2p electrons
having paired spins.
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Box 1.7 The relationship between AU and AH

The relationship between the change in internal energy and
change in enthalpy of the system for a reaction at a given
temperature is given by the equation:

AU = AH — PAV

where P is the pressure and AV is the change in volume. The
PAYV term corresponds to the work done, e.g. in expanding
the system against the surroundings as a gas is liberated
during a reaction. Often in a chemical reaction, the pressure
P corresponds to atmospheric pressure (1 atm = 101 300 Pa,
or 1 bar = 10° Pa).

In general, the work done by or on the system is much
smaller than the enthalpy change, making the PAV term
negligible with respect to the values of AU and AH. Thus:
AU(TK) ~ AH(TK)

However, in Section 1.10, we are considering two different
temperatures and state that:

AU(OK) ~ AH(298K)

In order to assess the variation in AH with temperature, we
apply Kirchhoff’s equation where Cp =molar heat capacity
at constant pressure:

OAH
2o (),

1.10 lonization energies and electron

affinities

lonization energies

The ionization energy of hydrogen (equations 1.9 and
1.10) was discussed in Section 1.4; since the H atom has
only one electron, no additional ionization processes can
occur. For multi-electron atoms, successive ionizations are
possible.

The first ionization energy, /E;, of an atom is the internal
energy change at 0 K, AU(0 K), associated with the removal
of the first valence electron (equation 1.17); the energy
change is defined for a gas phase process. The units are
kJ mol~! or electron volts (eV).

X(g) — X" (g) +e

It is often necessary to incorporate ionization energies into
thermochemical calculations (e.g. Born-Haber or Hess
cycles) and it is convenient to define an associated enthalpy

(1.17)

* An electron volt is a non-SI unit with a value of &~ 1.60218 x 10~ J;
to compare eV and kJmol™! units, it is necessary to multiply by the
Avogadro number. 1eV = 96.4853 ~ 96.5kJmol ™.

the integrated form of which (integrating between the limits
of the temperatures 0 and 298 K) is:

298 298
J d(AH) = J AC,dT
0 0

Integrating the left-hand side gives:

298

AH(298K) — AH(0K) = J AC,dT

0
Consider the ionization of an atom X:

X(g) — X" (g) +¢ (g)

If X, X and e~ are all ideal monatomic gases, then the
value of Cp for each is %R (where R is the molar gas
constant = 8.314 x 10 *kJ K ! molfl), giving for the reac-
tion a value of ACp of%R. Therefore:

298

AH(298K) — AH(0K) = J SRAT

0

-3
_ (5 X 8.31; x 10 )magg

= 6.2kJmol ™
Inspection of typical values of ionization energies in

Appendix 8 shows that a correction of this magnitude is
relatively insignificant.

change, AH(298 K). Since the difference between AH (298 K)
and AU(0K) is very small (see Box 1.7), values of IE can be
used in thermochemical cycles so long as extremely accurate
answers are not required.

The first ionization energy (/E;) of a gaseous atom is the
internal energy change, AU, at 0 K associated with the
removal of the first valence electron:

X(g) — X" (g) +e¢

For thermochemical cycles, an associated change in enthalpy,
AH, at 298 K is used:

AH(298K) ~ AU(0K)

The second ionization energy, /E,, of an atom refers to step
1.18; note that this is equivalent to the first ionization of
the ion X". Equation 1.19 describes the step corresponding
to the third ionization energy, /E;, of X, and successive
ionizations are similarly defined:

X (g) — X" (g) + e
X (g) — X (g) +¢”
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Fig. 1.15 The values of the first ionization energies of the elements up to Rn.

Values of ionization energies for the elements are listed in
Appendix 8. Figure 1.15 shows the variation in the values of
IE, as a function of Z. Several repeating patterns are
apparent and some features to note are:

e the high values of /E, associated with the noble gases;
the very low values of IE| associated with the group 1
elements;

e the general increase in values of /E; as a given period is
crossed;

e the discontinuity in values of /E; on going from an
element in group 15 to its neighbour in group 16;

e the decrease in values of /E; on going from an element in
group 2 or 12 to its neighbour in group 13.

e the rather similar values of /E; for a given row of d-block
elements.

Each of these trends can be rationalized in terms of ground
state electronic configurations. The noble gases (except for
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He) possess ns’np® configurations which are particularly
stable (see Box 1.8) and removal of an electron requires a
great deal of energy. The ionization of a group 1 element
involves loss of an electron from a singly occupied ns orbital
with the resultant X" ion possessing a noble gas configura-
tion. The general increase in /E, across a given period is a
consequence of an increase in Zg . A group 15 element
has a ground state electronic configuration ns*np® and the
np level is half-occupied. A certain stability (see Box 1.8)
is associated with such configurations and it is more difficult
to ionize a group 15 element than its group 16 neighbour. In
going from Be (group 2) to B (group 13), there is a marked
decrease in /E; and this may be attributed to the relative sta-
bility of the filled shell 2s* configuration compared with the
25?2p! arrangement; similarly, in going from Zn (group 12)
to Ga (group 13), we need to consider the difference between
45°3d" and 45°3d'°4p' configurations. Trends among IE
values for d-block metals are discussed in Section 19.3.

Box 1.8 Exchange energies

Filled and half-filled shells are often referred to as possessing a
‘special stability’. However, this is misleading, and we should
really consider the exchange energy of a given configuration.
This can only be justified by an advanced quantum mechanical
treatment but we can summarize the idea as follows. Consider
two electrons in different orbitals. The repulsion between the
electrons if they have anti-parallel spins is greater than if
they have parallel spins, e.g. for a p* configuration:

4 |
I v

The difference in energy between these two configurations is
the exchange energy, K, i.e. this is the extra stability that the
right-hand configuration has with respect to the left-hand

versus T T

one. The total exchange energy is expressed in terms of K

(the actual value of K depends on the atom or ion):

N(N -1
LEDP

where N = number of electrons with parallel spins.

Exchange energy = Z

For further discussion, see:

A.B. Blake (1981) Journal of Chemical Education, vol. 58,
p- 393.

B.J. Duke (1978) Education in Chemistry, vol. 15, p. 186.

D.M.P. Mingos (1998) Essential Trends in Inorganic Chemis-
try, Oxford University Press, Oxford, p. 14.



Electron affinities

The first electron affinity (EA;) is minus the internal energy
change (equation 1.20) for the gain of an electron by a
gaseous atom (equation 1.21). The second electron affinity
of atom Y is defined for process 1.22. Each reaction occurs
in the gas phase.

EA=—AU(OK) (1.20)
Y(g)+e —Y (g (1.21)
Y (g)+e — Y* (g) (1.22)

As we saw for ionization energies, it is convenient to define
an enthalpy change, AgsH, associated with each of the
reactions 1.21 and 1.22. We approximate Agp H(298 K) to
ApaU(0K). Selected values of these enthalpy changes are
given in Table 1.5.

The first electron affinity, E4,, of an atom is minus the
internal energy change at 0 K associated with the gain of one
electron by a gaseous atom:

Y(g) +e — Y (g)

For thermochemical cycles, an associated enthalpy change is
used:

ApaH(298K) ~ AgaU(OK) = —EA

Mid-chapter problems

Before continuing with Section 1.11, review the material
from the first half of Chapter 1 by working though this set
of problems.

1. Chromium has four isotopes, 3Cr, 5Cr, 53Cr and 54Cr.
How many electrons, protons and neutrons does each
isotope possess?

2. ‘Arsenic is monotopic.” What does this statement mean?
Using Appendix 5, write down three other elements that
are monotopic.

3. Calculate the corresponding wavelengths of
electromagnetic radiation with frequencies of (a)
3.0 x 10"2 Hz, (b) 1.0 x 10'® Hz and (c) 5.0 x 10" Hz. By
referring to Appendix 4, assign each wavelength or
frequency to a particular type of radiation (e.g.
microwave).

4. State which of the following n' — n transitions in the
emission spectrum of atomic hydrogen belong to the
Balmer, Lyman or Paschen series: (a) 3 — 1; (b) 3 — 2;
c)4—3;(d)4—2;(e) 5— 1.
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Table 1.5 Approximate enthalpy changes AgaH(298K)
associa+ted with the attachment of an electron to an atom or
anion.*

Process ~ ApaH|kJ mol !
H(g) +e” — H (g) -73
Li(g) + e — Li (g) —60
Na(g) +e¢ — Na (g) -53
K(g) +¢ — K (g) —48
N(g) +e — N"(g) ~0
P(g)+e — P (g) -72
O(g) +e — O (g —141
O (g)+e — O (g) +798
S(g) +e — S (g) -201
S (g)+e — S* (g) +640
F(g) +¢ — F (g) —328
Cl(g) +e” —Cl (g) —349
Br(g) + e — Br (g) -325
I(g)+e —1 (g -295

f Tables of data differ in whether they list values of EA or Ags H and it is
essential to note which is being used.

The attachment of an electron to an atom is usually
exothermic. Two electrostatic forces oppose one another:
the repulsion between the valence shell electrons and the
additional electron, and the attraction between the nucleus
and the incoming electron. In contrast, repulsive interactions
are dominant when an electron is added to an anion and the
process is endothermic (Table 1.5).

5. Calculate the energy (in kJ per mole of photons) of a
spectroscopic transition, the corresponding wavelength of
which is 450 nm.

6. How is the (a) energy and (b) size of an ns atomic orbital
affected by an increase in n?

7.  Write down a set of quantum numbers that uniquely
defines each of the following atomic orbitals: (a) 6s, (b)
each of the five 4d orbitals.

8. Do the three 4p atomic orbitals possess the same or
different values of (a) principal quantum number, (b) the
orbital quantum number and (c) the magnetic quantum
number? Write down a set of quantum numbers for each
4p atomic orbital to illustrate your answer.

9. How many radial nodes does each of the following
orbitals possess: (a) 2s; (b) 4s; (c) 3p; (d) 5d; (e) 1s;
(f) 4p?
10. Comment on differences between plots of R(r) against r,

and 4m” R(r)2 against r for each of the following atomic
orbitals of an H atom: (a) 1s; (b) 4s; (c) 3p.
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11.  Calculate the energy of the 3s atomic orbital of an H atom.
(Hint: see equation 1.16). Is the energy of the hydrogen
3p atomic orbital the same as or different from that of the
3s orbital?

12.  Write down the six sets of quantum numbers that describe
the electrons in a degenerate set of 5p atomic orbitals.
Which pairs of sets of quantum numbers refer to spin-
paired electrons?

13. For a neutral atom, X, arrange the following atomic
orbitals in an approximate order of their relative energies
(not all orbitals are listed): 2s, 3s, 65, 4p, 3p, 3d, 6p, ls.

14. Using the concepts of shielding and penetration, explain
why a ground state configuration of 1s°2s' for an Li atom
is energetically preferred over 1s*2p'.

15. For each of the following atoms, write down a ground
state electronic configuration and indicate which electrons
are core and which are valence: (a) Na, (b) F, (¢) N, (d) Sc.

1.11 Bonding models: an introduction

In Sections 1.11-1.13 we summarize valence bond (VB) and
molecular orbital (MO) theories of homonuclear bond for-
mation (see Section 1.12), and include practice in generating
Lewis structures. For further details, readers are guided to
the first-year texts listed at the end of the chapter.

A historical overview

The foundations of modern chemical bonding theory were
laid in 1916-1920 by G.N. Lewis and I. Langmuir who
suggested that ionic species were formed by electron transfer,
while electron sharing was important in covalent molecules.
In some cases, it was suggested that the shared electrons in a
bond were provided by one of the atoms but that once the
bond (sometimes called a coordinate bond) is formed, it is
indistinguishable from a ‘normal’ covalent bond.

In a covalent species, electrons are shared between atoms.
In an ionic species, one or more electrons are transferred
between atoms to form ions.

Modern views of atomic structure are, as we have seen,
based largely on the applications of wave mechanics to
atomic systems. Modern views of molecular structure are
based on applying wave mechanics to molecules; such studies
provide answers as to how and why atoms combine. The
Schrédinger equation can be written to describe the behaviour
of electrons in molecules, but it can be solved only approxi-
mately. Two such methods are the valence bond approach,
developed by Heitler and Pauling, and the molecular orbital
approach associated with Hund and Mulliken:

16. Draw energy level diagrams (see Figure 1.14) to represent
the ground state electronic configurations of the atoms in
problem 15.

17.  Write down the ground state electronic configuration of
boron, and give a set of quantum numbers that uniquely
defines each electron.

18. The ground state electronic configuration of a group 16
element is of the type [X]ns*np* where X is a group 18
element. How are the outer four electrons arranged,
and what rules are you using to work out this
arrangement?

19. How do you account for the fact that, although potassium
is placed after argon in the periodic table, it has a lower
relative atomic mass?

20. What is the evidence that the aufbau principle is only
approximately true?

e Valence bond (VB) theory treats the formation of a
molecule as arising from the bringing together of com-
plete atoms which, when they interact, to a large extent
retain their original character.

e Molecular orbital (MO) theory allocates electrons to
molecular orbitals formed by the overlap (interaction)
of atomic orbitals.

Although familiarity with both VB and MO concepts is
necessary, it is often the case that a given situation is more
conveniently approached by using one or other of these
models. We begin with the conceptually simple approach
of Lewis for representing the bonding in covalent molecules.

Lewis structures

Lewis presented a simple, but useful, method of describing
the arrangement of valence electrons in molecules. The
approach uses dots (or dots and crosses) to represent the
number of valence electrons, and the nuclei are indicated
by appropriate elemental symbols. A basic premise of
the theory is that electrons in a molecule should be paired;
the presence of a single (odd) electron indicates that the
species is a radical.

Diagram 1.1 shows the Lewis structure for H,O with the
O—H bonds designated by pairs of dots (electrons); an alter-
native representation is given in structure 1.2 where each line
stands for one pair of electrons, i.e. a single covalent bond.
Pairs of valence electrons which are not involved in bonding
are lone pairs.

.
.

Hle)
jan)
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The Lewis structure for N, shows that the N—N bond is
composed of three pairs of electrons and is a triple bond
(structures 1.3 and 1.4). Each N atom has one lone pair of
electrons. The Lewis structures 1.5 and 1.6 for O, indicate
the presence of a double bond, with each O atom bearing
two lone pairs of electrons.

N ¢ N ¢ IN=N1:
(1.3) (1.4)

.0=0_

(1.5) (1.6)

Lewis structures give the connectivity of an atom in a
molecule, the bond order and the number of lone pairs and
these may be used to derive structures using the valence-
shell electron-pair repulsion model (see Section 1.19).

1.12 Homonuclear diatomic molecules:
valence bond (VB) theory

Uses of the term homonuclear
The word homonuclear is used in two ways:

e A homonuclear covalent bond is one formed between two
atoms of the same element, e.g. the H—H bond in H,, the
0O=0 bond in O,, and the O—O bond in H,O, (Figure
1.16).

e A homonuclear molecule contains one type of element.
Homonuclear diatomic molecules include H,, N, and F,,
homonuclear triatomics include Oz (ozone) and examples
of larger homonuclear molecules are P4, Sg and Cgy,.

Covalent bond distance, covalent radius and
van der Waals radius

Three important definitions are needed before we discuss
covalent bonding.

The length of a covalent bond (bond distance), d, is the inter-
nuclear separation and may be determined experimentally by

Fig. 1.16 The structure of hydrogen peroxide, H,O,; O
atoms are shown in red.

microwave spectroscopy or diffraction methods (X-ray, neu-
tron or electron diffraction). It is convenient to define the
covalent radius, r.,,, of an atom: for an atom X, r., is half
of the covalent bond length of a homonuclear X—X single
bond. Thus, r.(S) can be determined from the solid state
structure of Sg (Figure 1.1c) determined by X-ray diffraction
methods or, better still, by averaging the values of the bond
distances of S—S single bonds found for all the allotropes of
sulfur.

For an atom X, the value of the single bond covalent radius,
T'eoy» 18 half of the internuclear separation in a homonuclear
X—X single bond.

The o- and B-forms of sulfur (orthorhombic and
monoclinic sulfur, respectively) both crystallize with Sg
molecules stacked in a regular arrangement; the packing in
the a-form (density =2.07gem ) is more efficient than
that in the p-form (density = 1.94gcm™>). Van der Waals
forces operate between the molecules, and half of the dis-
tance of closest approach of two sulfur atoms belonging to
different Sg rings is defined as the van der Waals radius, r,,
of sulfur. The weakness of the bonding is evidenced by the
fact that Sg vaporizes, retaining the ring structure, without
absorbing much energy. The van der Waals radius of an
element is necessarily larger than its covalent radius, e.g. r,
and r.,, for S are 185 and 103 pm respectively. Van der
Waals forces encompass dispersion and dipole—dipole inter-
actions; dispersion forces are discussed in the latter part of
Section 5.13 and dipole moments in Section 1.16. Values of
ry and rg,, are listed in Appendix 6.

The van der Waals radius, r,, of an atom X is half of the
distance of closest approach of two non-bonded atoms of X.

The valence bond (VB) model of bonding

in Hz

Valence bond theory considers the interactions between
separate atoms as they are brought together to form
molecules. We begin by considering the formation of H,
from two H atoms, the nuclei of which are labelled H, and
Hg, and the electrons of which are 1 and 2, respectively.
When the atoms are so far apart that there is no interaction
between them, electron 1 is exclusively associated with Hy,
while electron 2 resides with nucleus Hy. Let this state be
described by a wavefunction ).

When the H atoms are close together, we cannot tell which
electron is associated with which nucleus since, although we
gave them labels, the two nuclei are actually indistinguishable,
as are the two electrons. Thus, electron 2 could be with Hy
and electron 1 with Hg. Let this be described by the wave-
function 1),.

Equation 1.23 gives an overall description of the covalently
bonded H, molecule; tovarent 18 @ linear combination of
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wavefunctions v; and v,. The equation contains a normaliza-
tion factor, N (see Box 1.4). In the general case where:

Yeovalent = C1¥1 + C2thy + 303 + . ..

1
N =

o+t tai+
Yeovalent = Yy = N(¢1 + ¢2)

Another linear combination of 1; and v, can be written as
shown in equation 1.24.

Yo =N — 1)

In terms of the spins of electrons 1 and 2, ¢, corresponds
to spin-pairing, and v_ corresponds to parallel spins (non-
spin-paired). Calculations of the energies associated with
these states as a function of the internuclear separation of
H, and Hg show that, while _ represents a repulsive
state (high energy), the energy curve for 1, reaches a mini-
mum value when the internuclear separation, d, is 87 pm
and this corresponds to an H—H bond dissociation energy,
AU, of 303kJmol~'. While these are near enough to the
experimental values of d = 74pm and AU = 458 kJ mol ™'
to suggest that the model has some validity, they are far
enough away from them to indicate that the expression for
1, needs refining.

(1.23)

(1.24)

The bond dissociation energy (AU) and enthalpy (AH)
values for H, are defined for the process:

Hy(g) — 2H(g)
Improvements to equation 1.23 can be made by:

e allowing for the fact that each electron screens the other
from the nuclei to some extent;

e taking into account the possibility that both electrons 1
and 2 may be associated with either Hy or Hy, i.e. allow-
ing for the transfer of one electron from one nuclear
centre to the other to form a pair of ions Hy"Hy ™~ or
H, Hp".

The latter modification is dealt with by writing two addi-
tional wavefunctions, 13 and 14 (one for each ionic form),
and so equation 1.23 can be rewritten in the form of
equation 1.25. The coefficient ¢ indicates the relative contri-
butions made by the two sets of wavefunctions. For a homo-
nuclear diatomic such as H,, the situations described by ;
and 1), are equally probable, as are those described by )3
and .

Yy = N[(h1 +1by) + (b3 + 4]

Since the wavefunctions ¢, and ), arise from an inter-
nuclear interaction involving the sharing of electrons
among nuclei, and 3 and v, arise from electron transfer,
we can simplify equation 1.25 to 1.26 in which the overall

(1.25)

wavefunction, ¥pofecule> 1 composed of covalent and ionic
terms.

'L/}molecule = N[¢covalent + (C X d)ionic)] (126)

Based on this model of H,, calculations with ¢ ~ 0.25 give
values of 75 pm for d(H-H) and 398 kJ mol~' for the bond
dissociation energy. Modifying equation 1.26 still further
leads to a value of AU very close to the experimental
value, but details of the procedure are beyond the scope of
this book."

Now consider the physical significance of equations 1.25
and 1.26. The wavefunctions 1; and v, represent the struc-
tures shown in 1.7 and 1.8, while v; and v, represent the
ionic forms 1.9 and 1.10. The notation Hx(1) stands for
‘nucleus H, with electron (1)’, and so on.

HA(DHp(2)  Ha(2)Hp(1) [Ha(D2)]” Hg*

(1.7) (1.8) (1.9)

HA™ [Hp(D)(2)I®
(1.10)

Dihydrogen is described as a resonance hybrid of these
contributing resonance or canonical structures. In the case
of H,, an example of a homonuclear diatomic molecule
which is necessarily symmetrical, we simplify the picture to
1.11. Each of structures 1.11a, 1.11b and 1.11c¢ is a resonance
structure and the double-headed arrows indicate the
resonance between them. The contributions made by 1.11b
and 1.11c are equal. The term ‘resonance hybrid’ is
somewhat unfortunate but is too firmly established to be
eradicated.

H—H

H* H
(1.11b)

H Hf

(1.11a) (1.11c)

A crucial point about resonance structures is that they do not
exist as separate species. Rather, they indicate extreme bond-
ing pictures, the combination of which gives a description of
the molecule overall. In the case of H,, the contribution
made by resonance structure 1.11a is significantly greater
than that of 1.11b or 1.11c.

Notice that 1.11a describes the bonding in H, in terms of
a localized two-centre two-electron, 2¢c-2e, covalent bond. A
particular resonance structure will always indicate a loca-
lized bonding picture, although the combination of several
resonance structures may result in the description of the
bonding in the species as a whole as being delocalized (see
Section 4.3).

The valence bond (VB) model applied to F,,
02 and NZ

Consider the formation of F,. The ground state electronic
configuration of F is [He]2s?2p°, and the presence of the
single unpaired electron indicates the formation of an F—F

 For detailed discussion, see: R. McWeeny (1979) Coulson’s Valence,
3rd edn, Oxford University Press, Oxford.
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single bond. We can write down resonance structures 1.12 to
describe the bonding in F,, with the expectation that the
covalent contribution will predominate.

F—F F* F F F*

(1.12)

The formation of O, involves the combination of two O
atoms with ground state electronic configurations of
15*25°2p*. Each O atom has two unpaired electrons and so
VB theory predicts the formation of an O=0O double bond.
Since VB theory works on the premise that electrons are
paired wherever possible, the model predicts that O, is
diamagnetic. One of the notable failures of VB theory is its
inability to predict the observed paramagnetism of O,. As
we shall see, molecular orbital theory is fully consistent
with O, being a diradical. When two N atoms ([He]2s*2p°)
combine to give N,, an N=N triple bond results. Of the pos-
sible resonance structures, the predominant form is covalent
and this gives a satisfactory picture of the bonding in N,.

In a diamagnetic species, all electrons are spin-paired; a
diamagnetic substance is repelled by a magnetic field. A
paramagnetic species contains one or more unpaired
electrons; a paramagnetic substance is attracted by a
magnetic field.

1.13 Homonuclear diatomic molecules:
molecular orbital (MO) theory

An overview of the MO model

In molecular orbital (MO) theory, we begin by placing the
nuclei of a given molecule in their equilibrium positions
and then calculate the molecular orbitals (i.e. regions of
space spread over the entire molecule) that a single electron
might occupy. Each MO arises from interactions between
orbitals of atomic centres in the molecule, and such inter-
actions are:

e allowed if the symmetries of the atomic orbitals are
compatible with one another;

e cfficient if the region of overlap between the two atomic
orbitals is significant;

e cfficient if the atomic orbitals are relatively close in
energy.

An important ground-rule of MO theory is that the number
of MOs that can be formed must equal the number of atomic
orbitals of the constituent atoms.

Each MO has an associated energy and, to derive the
electronic ground state of a molecule, the available electrons
are placed, according to the aufbau principle, in MOs begin-
ning with that of lowest energy. The sum of the individual
energies of the electrons in the orbitals (after correction

for electron—electron interactions) gives the total energy of
the molecule.

Molecular orbital theory applied to the
bonding in H,

An approximate description of the MOs in H, can be
obtained by considering them as linear combinations of
atomic orbitals (LCAOs). Each of the H atoms has one ls
atomic orbital; let the two associated wavefunctions be ),
and ,. In Section 1.6, we mentioned the importance of the
signs of the wavefunctions with respect to their overlap
during bond formation. The sign of the wavefunction
associated with the 1s atomic orbital may be either + or —.
Just as transverse waves interfere in a constructive (in-
phase) or destructive (out-of-phase) manner, so too do orbi-
tals. Mathematically, we represent the possible combinations
of the two ls atomic orbitals by equations 1.27 and 1.28,
where N and N* are the normalization factors. Whereas
mo 1s an in-phase (bonding) interaction, o is an out-of-
phase (antibonding) interaction.

1/)M0(in»phase) = Ym0 = N[¢l + ¢2]

wMO(out—of—phase) = ’QZ)K/IO =N ["[)1 - w2]

(1.27)
(1.28)

The values of N and N* are determined using equations 1.29
and 1.30 where S is the overlap integral. This is a measure of
the extent to which the regions of space described by the two
wavefunctions 1; and v, coincide. Although we mentioned
earlier that orbital interaction is efficient if the region of
overlap between the two atomic orbitals is significant, the
numerical value of S is still much less than unity and is
often neglected giving the approximate results shown in
equations 1.29 and 1.30.
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y 1 1
N ) ~ 7 (1.30)
The interaction between the H 1s atomic orbitals on forming
H, may be represented by the energy level diagram in
Figure 1.17. The bonding MO, vy, is stabilized with
respect to the ls atomic orbitals, while the antibonding
MO, o, is destabilized.” Each H atom contributes one
electron and, by the aufbau principle, the two electrons
occupy the lower of the two MOs in the H, molecule and
are spin-paired (Figure 1.17). It is important to remember
that in MO theory we construct the orbital interaction dia-
gram first and then put in the electrons according to the
aufbau principle.

(1.29)

"The difference between the energies of the ls atomic orbitals and
yo is slightly greater than between those of the 1s atomic orbitals
and o, 1.6. an antibonding MO is slightly more antibonding than
the corresponding bonding MO is bonding; the origin of this effect is
beyond the scope of this book.
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CHEMICAL AND THEORETICAL BACKGROUND

Box 1.9 The parity of MOs for a molecule that possesses a centre of inversion

We consider symmetry in Chapter 3, but it is useful at this point
to consider the labels that are commonly used to describe the
parity of a molecular orbital. A homonuclear diatomic molecule
(e.g. Hy, Cl,) possesses a centre of inversion (centre of sym-
metry), and the parity of an MO describes the way in which
the orbital behaves with respect to this centre of inversion.

First find the centre of inversion in the molecule; this is
the point through which you can draw an infinite number
of straight lines such that each line passes through a pair of
similar points, one on each side of the centre of symmetry
and at equal distances from it:

B A
Point A is related
to A' by passing
through the centre
of inversion.
Similarly, B is
related to B'.

Centre of
inversion

The bonding and antibonding MOs in H, are given the
symmetry labels o and o" (‘sigma’ and ‘sigma-star’) or,
more fully, o,(1s) and o, (1s) to indicate their atomic orbital
origins and the parity of the MOs (see Box 1.9). In order to
define these labels, consider the pictorial representations of
the two MOs. Figure 1.18a shows that when the 1ls atomic
orbitals interact in phase, the two wavefunctions reinforce
each other, especially in the region of space between the
nuclei. The two electrons occupying this MO will be found
predominantly between the two nuclei, and the build-up of
electron density reduces internuclear repulsion. Figure
1.18b illustrates that the out-of-phase interaction results in
a nodal plane between the two H nuclei. If the antibonding
orbital were to be occupied, there would be a zero prob-
ability of finding the electrons at any point on the nodal
plane. This lack of electron density raises the internuclear
repulsion and, as a result, destabilizes the MO.

Now let us return to the o and o" labels. An MO has
o-symmetry if it is symmetrical with respect to a line join-
ing the two nuclei; i.e. if you rotate the orbital about the
internuclear axis (the axis joining the two nuclear centres
marked in Figure 1.18), there is no phase change. A o"-
orbital must exhibit two properties:

e the o label means that rotation of the orbital about the
internuclear axis generates no phase change, and

e the * label means that there is a nodal plane berween the
nuclei, and this plane is orthogonal to the internuclear
axis.

The ground state electronic configuration of H, may be writ-
ten using the notation o,( 1s)’, indicating that two electrons
occupy the o,(1s) MO.

Now ask the question: ‘Does the wavefunction have the
same sign at the same distance but in opposite directions
from the centre of symmetry?’

If the answer if ‘yes’, then the orbital is labelled g (from the
word gerade, German for ‘even’). If the answer if ‘no’, then
the orbital is labelled u (from the word wungerade, German
for ‘odd’). For example, the o-bonding MO in H, is labelled
0, while the antibonding MO is ¢,,".

Parity labels only apply to MOs in molecules that possess a
centre of inversion (centrosymmetric molecules), e.g. homo-
nuclear X,, octahedral EXg and square planar EX,
molecules. Heteronuclear XY, or tetrahedral EX, molecules,
for example, do not possess a centre of inversion and are
called non-centrosymmetric species

The orbital interaction diagram shown in Figure 1.17 can
be used to predict several properties of the H, molecule.
Firstly, the electrons are paired and so we expect H, to be
diamagnetic as is found experimentally. Secondly, the
formal bond order can be found using equation 1.31; for
H, this gives a bond order of one.

Bond order = }[(Number of bonding electrons)

— (Number of antibonding electrons)] (1.31)

We cannot measure the bond order experimentally but we
can make some useful correlations between bond order and
the experimentally measurable bond distances and bond
dissociation energies or enthalpies. Along a series of species
related by electron gain (reduction) or loss (oxidation),
inspection of the corresponding MO diagram shows how
the bond order may change (assuming that there are no
gross changes to the energy levels of the orbitals). For
example, the oxidation of H, to [H,]" (a change brought
about by the action of an electric discharge on H, at low
pressures) can be considered in terms of the removal of one
electron from the bonding MO shown in Figure 1.17. The
bond order of [H,]" is thus (equation 1.31) 0.5, and we
would expect the H-H bond to be weaker than in H,.
Experimentally, the bond dissociation energy, AU, for H,
is 458kJmol™! and for [Hy]" is 269kJmol~'. Similar
correlations can be made between bond order and bond
length: the lower the bond order, the larger the internuclear
separation; the experimentally determined bond lengths of
H, and [H,]" are 74 and 105 pm. While such correlations
are useful, they must be treated with caution and only used
in series of closely related species.
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g’) A Y* o ©, (1) (antibonding MO)
&5
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P, ¥,
Yvo 0.(ls)  (bonding MO)
H H H

2

Fig. 1.17 An orbital interaction diagram for the formation of
H, from two hydrogen atoms. By the aufbau principle, the
two electrons occupy the lowest energy (bonding) molecular
orbital.

The bonding in He,, Li, and Be,

Molecular orbital theory can be applied to any homonuclear
diatomic molecule, but as more valence atomic orbitals
become available, the MO diagram becomes more complex.
Treatments of the bonding in He,, Li, and Be, are similar to
that for H,. In practice, He does not form He,, and the
construction of an MO diagram for He, is a useful exercise
because it rationalizes this observation. Figure 1.19a shows
that when the two ls atomic orbitals of two He atoms
interact, ¢ and ¢° MOs are formed as in H,. However,
each He atom contributes two electrons, meaning that in
He,, both the bonding and antibonding MOs are fully
occupied. The bond order (equation 1.31) is zero and so
the MO picture of He, is consistent with its non-existence.

Y MO bonding

w MO antibonding

is equivalent to

()

is equivalent to

(b)
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Using the same notation as for H,, the ground state
electronic configuration of He, is Jg(ls)zau*(ls)z.

The ground state electronic configuration of Li (Z = 3) is
15*2s' and when two Li atoms combine, orbital overlap
occurs efficiently between the 1s atomic orbitals and between
the 2s atomic orbitals. To a first approximation we can
ignore 1s—2s overlap since the 1s and 2s orbital energies are
poorly matched. An approximate orbital interaction
diagram for the formation of Li, is given in Figure 1.19b.
Each Li atom provides three electrons, and the six electrons
in Li, occupy the lowest energy MOs to give a ground state
electronic configuration of ,(1s)%0,"(1s)%0,(2s)>. Effec-
tively, we could ignore the interaction between the core ls
atomic orbitals since the net bonding is determined by the
interaction between the valence atomic orbitals, and a sim-
pler, but informative, electronic ground state is ag(2s)2.
Figure 1.19b also shows that Li, is predicted to be dia-
magnetic in keeping with experimental data. By applying
equation 1.31, we see that MO theory gives a bond order
in Li, of one. Note that the terminology ‘core and valence
orbitals’ is equivalent to that for ‘core and valence electrons’
(see Section 1.9).

Like Li, Be has available 1s and 2s atomic orbitals for
bonding; these atomic orbitals constitute the basis set of
orbitals. An orbital interaction diagram similar to that for
Li, (Figure 1.19b) is appropriate. The difference between
Li, and Be, is that Be, has two more electrons than Li,
and these occupy the o*(2s) MO. The predicted bond
order in Be, is thus zero. In practice, this prediction is
essentially fulfilled, although there is evidence for an
extremely unstable Be, species with bond length 245pm
and bond energy 10 kJmol ™.

Nodal
plane

Fig. 1.18 Schematic representations of (a) the bonding and (b) the antibonding molecular orbitals in the H, molecule. The H
nuclei are represented by black dots. The red orbital lobes could equally well be marked with a + sign, and the blue lobes with a

— sign to indicate the sign of the wavefunction.
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Energy

A basis set of orbitals is composed of those which are
available for orbital interactions.

In each of Li, and Be,, it is unnecessary to include the core
(1s) atomic orbitals in order to obtain a useful bonding pic-
ture. This is true more generally, and throughout this book,
MO treatments of bonding focus only on the interactions
between the valence orbitals of the atoms concerned.

The bonding in F, and O,

The valence shell of an F atom contains 2s and 2p atomic
orbitals, and the formation of an F, molecule involves
2s—2s and 2p—2p orbital interactions. Before we can con-
struct an MO diagram for the formation of F,, we must
consider what types of interactions are possible between p
atomic orbitals.

By convention, each p atomic orbital is directed along one of
the three Cartesian axes (Figure 1.10), and, in considering the
formation of a diatomic X, it is convenient to fix the positions
of the X nuclei on one of the axes. In diagram 1.13, the nuclei
are placed on the z axis, but this choice of axis is arbitrary.
Defining these positions also defines the relative orientations
of the two sets of p orbitals (Figure 1.20).

——eo—
Z
X X
(1.13)

Figures 1.20a and 1.20b show the in-phase and out-of-
phase combinations of two 2p. atomic orbitals. In terms of
the region between the nuclei, the p.—p. interaction is not
dissimilar to that of two s atomic orbitals (Figure 1.18)
and the symmetries of the resultant MOs are consistent
with the o, and o, labels. Thus, the direct interaction of

g
two p atomic orbitals (i.e. when the orbitals lie along a

Energy

(b)

Fig. 1.19 Orbital interaction diagrams for the formation of (a) He, from two He atoms and (b) Li, from two Li atoms.

common axis) leads to o,(2p) and ¢,"(2p) MOs. The p,
orbitals of the two atoms X can overlap only in a sideways
manner, an interaction which has a smaller overlap integral
than the direct overlap of the p. atomic orbitals. The in-
phase and out-of-phase combinations of two 2p, atomic
orbitals are shown in Figures 1.20c and 1.20d. The bonding
MO is called a w-orbital (‘pi-orbital’), and its antibonding
counterpart is a w -orbital (‘pi-star-orbital’). Note the
positions of the nodal planes in each MO. A 7 molecular
orbital is asymmetrical with respect to rotation about
the internuclear axis, i.e. if you rotate the orbital about the
internuclear axis (the z axis in Figure 1.20), there is a phase
change. A 7*-orbital must exhibit two properties:

e the 7 label means that rotation of the orbital about the
internuclear axis generates a phase change, and

e the " label means that there must be a nodal plane between
the nuclei.

The parity (see Box 1.9) of a w-orbital is u, and that of a 7"~
orbital is g. These labels are the reverse of those for o and o*-
orbitals, respectively (Figure 1.20). The overlap between two
py atomic orbitals generates an MO which has the same
symmetry properties as that derived from the combination
of the two p, atomic orbitals, but the m,(p,) MO lies in a
plane perpendicular to that of the m,(p,) MO. The =, (p,)
and 7,(p,) MOs lie at the same energy: they are degenerate.
The 7,"(p,) and 7,*(p,) MOs are similarly related.

Now let us return to the formation of F,. The valence orbi-
tals of F are the 25 and 2p, and Figure 1.21 shows a general
orbital interaction diagram for the overlap of these orbitals.
We may assume to a first approximation that the energy
separation of the fluorine 2s and 2p atomic orbitals (the s—p
separation) is sufficiently great that only 2s—2s and 2p-2p
orbital interactions occur. Notice that the stabilization of the
7,(2py) and 7,(2p,) MOs relative to the 2p atomic orbitals
is less than that of the o, (2p.) MO, consistent with the relative
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(a)
OO0
2p, 2p,
(b)
DO O
2p, 2p,
(C) X X
O 0
2p, 2p,
(d) X X
Q z
2p, 2p,

oo

a,(p.)

o0

o, (2p.)

7,(2p,)

é x
Y

" (2p,)

Fig. 1.20 The overlap of two 2p atomic orbitals for which the atomic nuclei are defined to lie on the z axis: (a) direct overlap
along the z axis gives a 0,(2p.) MO (bonding); (b) the formation of the ¢,”(2p.) MO (antibonding); (c) sideways overlap of two
2p, atomic orbitals gives a m,(2p,) MO (bonding); (d) the formation of 7,"(2p,) MO (antibonding). Atomic nuclei are marked in

black and nodal planes in grey.

efficiencies of orbital overlap discussed above. In F, there are
14 electrons to be accommodated and, according to the aufbau
principle, this gives a ground state electronic configuration of
Ug(ZS)2 o (25‘)2 Og (217:)2 Ty (2px)27ru (2]7},)277'; (2Px)27rg* (2Py)2-
The MO picture for F, is consistent with its observed diamag-
netism. The predicted bond order is 1, in keeping with the
result of the VB treatment (see Section 1.12).

Figure 1.21 can also be used to describe the bonding in O,.
Each O atom has six valence electrons (25°2p*) and the
total of 12 electrons in O, gives an electronic ground state of
Ug(zs)z o (25)2 Ug(zpz)z Ty (2px)27ru (Zpy)zﬂ—g* (2py) : 7Tg* (2py) L
This result is one of the triumphs of early MO theory: the
model correctly predicts that O, possesses two unpaired
electrons and is paramagnetic. From equation 1.31, the
bond order in O, is 2.

What happens if the s—p separation is small?

A comparison of theoretical with experimental data for
F, and O, indicates that the approximations we have
made above are appropriate. However, this is not the case
if the s—p energy difference is relatively small. In going
from Li to F, the effective nuclear charge experienced by
an electron in a 2s or 2p atomic orbital increases and the
orbital energy decreases. This is shown in Figure 1.22; the
trend is non-linear and the s—p separation increases signifi-
cantly from B to F. The relatively small s—p separation
observed for B and C means that the approximation
made when constructing the orbital interaction diagram in
Figure 1.21 is no longer valid when we construct similar dia-
grams for the formation of B, and C,. Here, orbital mixing
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2s

X

ng*(Zp\) T[Q*(Z‘IJ}_)
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ag(Zs)

X X

2

Fig. 1.21 A general orbital interaction diagram for the formation of X, in which the valence orbitals of atom X are the 2s and
2p. In constructing this diagram we assume that the s—p separation is sufficiently large that no orbital mixing occurs. The X nuclei

lie on the z axis.
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Fig. 1.22 In crossing the period from Li to F, the energies of the 2s and 2p atomic orbitals decrease owing to the increased

effective nuclear charge.

may occur' between orbitals of similar symmetry and
energy, with the result that the ordering of the MOs in
B,, C, and N, differs from that in F, and O,. Figure 1.23
compares the energy levels of the MOs and the ground
state electronic configurations of the diatomics X, for
X =B, C, N, O and F. Notice the so-called o—m crossover
that occurs between N, and O,.

Since the MO approach is a theoretical model, what
experimental evidence is there for this o—m crossover?
The actual electronic configurations of molecules are
nearly always determined spectroscopically, particularly by

T This effect is dealt with in detail but at a relatively simple level in
Chapter 3 of C.E. Housecroft and E.C. Constable (2002) Chemistry,
2nd edn, Prentice Hall, Harlow.

photoelectron spectroscopy, a technique in which electrons
in different orbitals are distinguished by their ionization
energies (see Box 4.1). Experimental data support the orbital
orderings shown in Figure 1.23. Table 1.6 lists experimental
bond distances and bond dissociation enthalpies for
diatomics of the second period including Li, and Be,, and
also gives their bond orders calculated from MO theory.
Since the nuclear charges change along the series, we
should not expect all bonds of order 1 to have the same
bond dissociation enthalpy. However, the general relation-
ship between the bond order, dissociation enthalpy and dis-
tance is unmistakable. Table 1.6 also states whether a given
molecule is diamagnetic or paramagnetic. We have already
seen that MO theory correctly predicts (as does VB theory)
that Li, is diamagnetic. Similarly, both the MO and VB
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Fig. 1.23 Changes in the energy levels of the MOs and the ground state electronic configurations of homonuclear diatomic

molecules involving first-row p-block elements.

models are consistent with the diamagnetism of C,, N, and
F,. The paramagnetism of O, is predicted by MO theory
as we have already seen, and this result is independent of
whether the crossover of the o,(2p) and =,(2p) occurs or
not (Figure 1.23). However, the MO model is only consistent
with B, being paramagnetic if the ,(2p) level is at a lower
energy than the o,(2p); consider in Figure 1.23 what would
happen if the relative orbital energies of the o,(2p) and
m,(2p) were reversed.

Worked example 1.8 Molecular orbital theory:
properties of diatomics

The bond dissociation enthalpies for the nitrogen—nitrogen
bond in N, and [N,]~ are 945 and 765kJ mol ' respectively.
Account for this difference in terms of MO theory, and

state whether [N,]™ is expected to be diamagnetic or para-
magnetic.

Each N atom has the ground state configuration of
[He]2s2p°.

An MO diagram for N,, assuming only 2s-2s and 2p-2p
orbital interactions, can be constructed, the result being as
shown in Figure 1.23. From this diagram, the bond order
in N, is 3.0.

The change from N, to [N,]  is a one-electron reduction
and, assuming that Figure 1.23 is still applicable, an electron
is added to a 7,"(2p) orbital. The calculated bond order in
[N,] is therefore 2.5.

The lower bond order of [N,]” compared with N, is
consistent with a lower bond dissociation enthalpy.

The electron in the 7," (2p) orbital is unpaired and [N,]" is
expected to be paramagnetic.

Table 1.6 Experimental data and bond orders for homonuclear diatomic molecules X, in which X is an atom in the period Li to F.

Diatomic Bond distance / pm Bond dissociation enthalpy / Bond order Magnetic
kJmol ! properties
Li, 267 110 1 Diamagnetic
Be,* - - 0 -
B, 159 297 1 Paramagnetic
C, 124 607 2 Diamagnetic
N, 110 945 3 Diamagnetic
0, 121 498 2 Paramagnetic
F, 141 159 1 Diamagnetic

i See text on p. 31.
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Self-study exercises

1. Using Figure 1.23 as a basis, account for the fact that [N,] " is
paramagnetic.

2. Using MO theory, rationalize why the N—N bond distance in
[N,]" is longer (112 pm) than in N, (109 pm).
[4ns. Loss of electron from o,(2p) MO |

3. Use Figure 1.23 to rationalize why the bond orders in [N,]" and
IN,|™ are both 2.5.

4. Classify the changes from (a) N, to [N,] ", (b) from [N,] ™ to N,
and (c) from [N,]" to [N,]~ as one- or two-electron, oxidation
or reduction steps.

|Ans. (a) 1e oxidation; (b) 1e oxidation; (c) 2e reduction |

1.14 The octet rule

The ground state electronic configurations in Table 1.3 map
out a pattern illustrating that filled quantum levels provide
‘building blocks’ within the electronic configurations of the
heavier elements. Worked example 1.6 emphasized that
each noble gas is characterized by having a filled quantum
level; with the exception of He, this configuration is of the
form ns’np®. In the early development of bonding models
(see Section 1.11), the octet rule was commonly cited as a
means of rationalizing the formation of a particular com-
pound (or ion) which involved an s- or p-block element.
However, the concept of the octet rule is rather limited
since it is, strictly, only valid for n = 2. Further, many
molecules, especially neutral compounds of boron, simply
do not contain enough valence electrons for each atom to
be associated with eight electrons. Ions (e.g. Mg”" and
0") often exist only in environments in which electrostatic
interaction energies compensate for the energies needed to
form the ions from atoms.

An atom obeys the octet rule when it gains, loses or shares
electrons to give an outer shell containing eight electrons with
the configuration ns>np®.

We have already noted the exception of He, but for n > 3,
there is the possibility of apparently expanding the octet (see
p. 104). Although the octet rule is still useful at an elementary
level, we must bear in mind that it is restricted to a relatively
small number of elements. Its extension to the I/8-electron
rule, which takes into account the filling of ns, np and nd
sub-levels, is discussed in Sections 20.4 and 23.3.

Worked example 1.9 The octet rule and the apparent
expansion of the octet

In which of the following covalent compounds is the central
atom obeying the octet rule: (a) CHy; (b) H,S; (¢) CIF5?

(a) CHy4: A C atom has four valence electrons and forms
four covalent bonds by sharing electrons with four H
atoms to give an octet. This can be represented by the
Lewis structure:

(b) H,S: An S atom has six valence electrons and forms
two covalent bonds by sharing electrons with two H atoms
to give an octet. The appropriate Lewis structure which
shows that S obeys the octet rule in H,S is:

jas
wn e

T

(c) CIF5;: A ClI atom has seven valence electrons and
should form only one single covalent bond to obtain an
octet (e.g. as in Cl,). In CIF;, the octet appears to be
expanded:

F: Cl ¢ F

Self-study exercises

1. Show that N in NF; obeys the octet rule.
2. Show that Se in H,Se obeys the octet rule.

3. In which of the following molecules is the octet rule apparently
violated by the central atom: (a) H,S; (b) HCN; (c) SOy;
(d) COy; (e) SO3? [4ns. (c); (e)]

4. Within the series of fluorides IF, IF; and IFs, show that the
octet rule appears to be obeyed in only one instance for
iodine.

1.15 Electronegativity values

In a homonuclear diatomic molecule X,, the electron density
in the region between the nuclei is symmetrical; each X
nucleus has the same effective nuclear charge. On the other
hand, the disposition of electron density in the region between
the two nuclei of a heteronuclear diatomic molecule X—Y may
be asymmetrical. If the effective nuclear charge of Y is greater
than that of X, the pair of electrons in the X—Y covalent bond
will be drawn towards Y and away from X.



Pauling electronegativity values, x"

In the early 1930s, Linus Pauling established the concept of
electronegativity which he defined as ‘the power of an atom
in a molecule to attract electrons to itself’ (the electron with-
drawing power of an atom). The symbol for electronegativity
is x but we distinguish between different electronegativity
scales by use of a superscript, e.g. x* for Pauling. Pauling
first developed the idea in response to the observation that
experimentally determined bond dissociation enthalpy
values for heteronuclear bonds were often at variance with
those obtained by simple additivity rules. Equation 1.32
shows the relationship between the bond dissociation
enthalpy, D, of the homonuclear diatomic X, and the
enthalpy change of atomization, A,H°, of X. Effectively,
this partitions bond enthalpy into a contribution made by
each atom and, in this case, the contributions are equal.
AH°(X) =1 x D(X-X) (1.32)
In equation 1.33, we apply the same type of additivity to the
bond in the heteronuclear diatomic XY. Estimates obtained
for D(X-Y) using this method sometimes agree quite well
with experimental data (e.g. CIBr and CII), but often differ
significantly (e.g. HF and HCI) as worked example 1.10
shows.

D(X=Y) =1 x [D(X=X) + D(Y-Y)]

Worked example 1.10 Bond enthalpy additivity

Given that D(H-H) and D(F-F) in H, and F, are 436 and
158 kJ mol !, estimate the bond dissociation enthalpy of HF
using a simple additivity rule. Compare the answer with the
experimental value of 570 kJ mol .

(1.33)

Assume that we may transfer the contribution made to
D(H-H) by an H atom to D(H-F), and similarly for F.

D(H-F) =1 x [D(H-H) + D(F-F)]
=1 x [436 + 158]
=297kJmol ™"

Clearly, this model is unsatisfactory since it grossly under-
estimates the value of D(H-F) which, experimentally, is
found to be 570 kJ mol .

Self-study exercises

1. Given that D(H-H), D(CI-Cl), D(Br-Br) and D(I-I) in H,,
Cl,, Br, and I, are 436, 242, 193 and 151 kJmol ' respec-
tively, estimate (by the above method) values of D(H-X) in
HCI, HBr and HI. [Ans. 339; 315; 294kJ mol ! |

2. Compare your answers to question 1 with experimental values
of 432, 366 and 298 kJ mol ' for D(H-X) in HCI, HBr and HI.
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Within the framework of the VB approach, Pauling sug-
gested that the difference, AD, between an experimental
value of D(X-Y) and that obtained using equation 1.33
could be attributed to the ionic contribution to the bond
(equation 1.26). The greater the difference in electron attract-
ing powers (the electronegativities) of atoms X and Y, the
greater the contribution made by XTY™ (or X Y™), and
the greater the value of AD. Pauling determined an
approximately self-consistent scale of electronegativities,
x", as follows. He first converted AD values (obtained from
Deyperimental — Dealcutared> the calculated value coming from
equation 1.33) from units of kJmol™! to eV in order to
obtain a numerically small value of AD. He then arbitrarily
related V/AD to the difference in electronegativity values
between atoms X and Y (equation 1.34).

Ax =x"(Y) = x"(X) =VAD  units of AD = eV

(1.34)

Electronegativity, x*, was defined by Pauling as ‘the power
of an atom in a molecule to attract electrons to itself .

Over the years, the availability of more accurate thermo-
chemical data has allowed Pauling’s initial values of x¥ to
be more finely tuned. Values listed in Table 1.7 are those in
current use. Some intuition is required in deciding whether
X or Y has the higher electronegativity value and in order
to avoid giving an element a negative value of x*, xF(H)
has been taken as 2.2. Although equation 1.34 implies that
the units of x* are eV%, it is not customary to give units to
electronegativity values; by virtue of their different defini-
tions, values of x on different electronegativity scales (see
below) possess different units.

In Table 1.7, more than one value of " is listed for some
elements. This follows from the fact that the electron with-
drawing power of an element varies with its oxidation state
(see Section 7.1); remember that the Pauling definition of
v refers to an atom in a compound. Electronegativity
values also vary with bond order. Thus for C, y* has the
values of 2.5 for a C—C bond, 2.75 for a C=C bond and
3.3 for a C=C bond. For most purposes, the value of
x"(C) = 2.6 suffices, although the variation underlines the
fact that such values must be used with caution.

Following from the original concept of electronegativity,
various scales based upon different ground rules have been
devised. We focus on two of the more commonly used
scales, those of Mulliken and of Allred and Rochow; x
values from these scales are not directly comparable with
Pauling values, although trends in the values should be simi-
lar (Figure 1.24). Scales may be adjusted so as to be compar-
able with the Pauling scale.

Mulliken electronegativity values, y™

In one of the simplest approaches to electronegativity,
Mulliken took the value of Y™ for an atom to be the mean
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Table 1.7 Pauling electronegativity (y*) values for the s- and p-block elements.

Group Group Group Group Group Group Group
1 2 13 14 15 16 17
H

2.2
Li Be B © N (0] F
1.0 1.6 2.0 2.6 3.0 3.4 4.0
Na Mg AI(TIT) Si P S Cl
0.9 1.3 1.6 1.9 2.2 2.6 32
K Ca Ga(I1T) Ge(IV) As(I1I) Se Br
0.8 1.0 1.8 2.0 2.2 2.6 3.0
Rb Sr (d-block In(I1I) Sn(II) Sb jiie 1
0.8 0.9 elements) 1.8 1.8 2.1 2.1 2.7
Sn(IV)
2.0
Cs Ba TI(T) Pb(11) Bi Po At
0.8 0.9 1.6 1.9 2.0 2.0 2.2
TI(IIT) Pb(IV)
2.0 2.3

of the values of the first ionization energy, /E;, and the first
electron affinity, £4; (equation 1.395).

w _ IE +EA,

3 where /E; and EA; are in eV

(1.35)

Allred-Rochow electronegativity values, %

Allred and Rochow chose as a measure of electronegativity
of an atom the electrostatic force exerted by the effective
nuclear charge Z. g (estimated from Slater’s rules, see
Box 1.6) on the valence electrons. The latter are assumed
to reside at a distance from the nucleus equal to the covalent
radius, r..y, of the atom. Equation 1.36 gives the method of

calculating values of the Allred—Rochow electronegativity,
AR

X
Z ..

AR = (359() X zeff) +0.744 where 7, is in pm
rCOV

(1.36)

Since, however, Slater’s rules are partly empirical and covalent
radii are unavailable for some elements, the Allred—Rochow
scale is no more rigid or complete than the Pauling one.

Electronegativity: final remarks

Despite the somewhat dubious scientific basis of the three
methods described above, the trends in electronegativities
obtained by them are roughly in agreement as Figure 1.24

exemplifies. The most useful of the scales for application in
inorganic chemistry is probably the Pauling scale, which,
being based empirically on thermochemical data, can
reasonably be used to predict similar data. For example, if
the electronegativities of two elements X and Y have been
derived from the single covalent bond enthalpies of HX,
HY, X,, Y, and H,, we can estimate the bond dissociation
enthalpy of the bond in XY with a fair degree of reliability.

£
!
NN N
X

w
|

Electronegativity value

S}
|

T T T T T
5 6 7 8 9
B C N O F

Atomic number, Z

Fig. 1.24 Although electronegativity values for a given
element from different scales cannot be expected to be the
same, trends in values along a series of elements are
comparable. This is illustrated with scaled values of x*
(Pauling; red), Y™ (Mulliken; green) and XAR (Allred—
Rochow; blue) for first row elements from the p-block.



Worked example 1.11 Estimation of a bond

dissociation enthalpy from x" values

Using the following data, estimate a value for D(Br-F):
D(F—F) = 158 kJ mol ' D(Br—Br) = 224kJ mol '
x" (F) = 4.0 x* (Br) = 3.0
First, use the values of x” to find AD:
VAD = x"(F) = x"(Br) = 1.0
AD=1.0"=1.0
This gives the value in eV; convert to kI mol
1.0eV =~ 96.5kJ mol !
AD is defined as follows:
AD = [D(Br—F)opesimenta] — {4 x [D(Br—Br) + D(F—F)]}
So an estimate of D(Br—F) is given by:

D(Br—F) = AD + {} x [D(Br—Br) + D(F-F)]}
=96.5+ {1 x [224 + 158]}
= 287.5kJmol ™!

[This compares with an value of

250.2kJ mol ']

experimental

Self-study exercises

1. Use the following data to estimate the bond dissociation
enthalpy of BrCl: D(Br—Br) = 224kJmol'; D(CI-CI) =
242 kI mol '; xF(Br) = 3.0; x*(CI) = 3.2.

[Ans. ~237kJ mol~; actual experimental value =
218kJmol ' |

2. Use the following data to estimate the bond dissociation
enthalpy of HF: DH-H) = 436kJ mol; D(F-F) =
158 kJmol '; X (H) = 2.2; x*(F) = 4.0.

[Ans. ~610kJ mol~!; actual experimental value =
570 kJ mol ' |

3. Estimate the bond dissociation enthalpy of ICl given that
x"(M) =27, x"(Cl)=3.2, and DJI-T) and D(CI-CI) =151
and 242 kJ mol ! respectively.

[Ans. 221 kJmol ™! |

In this book we avoid the use of the concept of electro-
negativity as far as possible and base the systemization of
descriptive inorganic chemistry on rigidly defined and
independently measured thermochemical quantities such as
ionization energies, electron affinities, bond dissociation
enthalpies, lattice energies and hydration enthalpies.
However, some mention of electronegativity values is
unavoidable.
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1.16 Dipole moments

Polar diatomic molecules

The symmetrical electron distribution in the bond of a
homonuclear diatomic renders the bond non-polar. In a
heteronuclear diatomic, the electron withdrawing powers
of the two atoms may be different, and the bonding electrons
are drawn closer towards the more electronegative atom. The
bond is polar and possesses an electric dipole moment (11). Be
careful to distinguish between electric and magnetic dipole
moments (see Section 20.8).

The dipole moment of a diatomic XY is given by equation
1.37 where d is the distance between the point electronic
charges (i.e. the internuclear separation), e is the charge
on the electron (1.602 x 107" C) and ¢ is point charge. The
ST unit of p is the coulomb metre (Cm) but for convenience,
i tends to be given in units of debyes (D) where
1D =3336x 10" Cm.

p=gqgxexd (1.37)

Worked example 1.12 Dipole moments

The dipole moment of a gas phase HBr molecule is 0.827 D.
Determine the charge distribution in this diatomic if the bond
distance is 141.5pm. (1D = 3.336 x 10>’ Cm)

To find the charge distribution we need to find ¢ using the
expression:
p = gqed
Units must be consistent:
d=141.5x 10" m

p=2779 x 10 Cm
7

l]:a

B 2.779 x 107
T 1.602 x 10719 x 141.5 x 1012

= 0.123 (no units)

o ) +0.123  —0.123
The charge distribution can be written as H — Br

since we know that Br is more electronegative than H.

Self-study exercises

1. The bond length in HF is 92pm, and the dipole moment is
1.83 D. Determine the charge distribution in the molecule.

+041  —0.41
|[Ans. H—F

2. The bond length in CIF is 163 pm. If the charge distribution is

FO.IT —0.11
Cl—F , show that the molecular dipole moment is

0.86 D.
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In worked example 1.12, the result indicates that the
electron distribution in HBr is such that effectively 0.123
electrons have been transferred from H to Br. The partial
charge separation in a polar diatomic molecule can be
represented by use of the symbols 6" and & assigned to
the appropriate nuclear centres, and an arrow represents
the direction in which the dipole moment acts. By SI conven-
tion, the arrow points from the §~ end of the bond to the §*
end, which is contrary to long-established chemical practice.
This is shown for HF in structure 1.14. Keep in mind that a
dipole moment is a vector quantity.

0" o-
H——-F
~—

(1.14)

A word of caution: attempts to calculate the degree of
ionic character of the bonds in heteronuclear diatomics
from their observed dipole moments and the moments calcu-
lated on the basis of charge separation neglect the effects of
any lone pairs of electrons and are therefore of doubtful
validity. The significant effects of lone pairs are illustrated
below in Example 3.

Molecular dipole moments

Polarity is a molecular property. For polyatomic species, the
net molecular dipole moment depends upon the magnitudes
and relative directions of all the bond dipole moments in the
molecule. In addition, lone pairs of electrons may contribute
significantly to the overall value of . We consider three
examples below, using the Pauling electronegativity values
of the atoms involved to give an indication of individual
bond polarities. This practice is useful but must be treated
with caution as it can lead to spurious results, e.g. when
the bond multiplicity is not taken into account when assign-
ing a value of x*. Experimental values of molecular electric
dipole moments are determined by microwave spectroscopy
or other spectroscopic methods.

Example 1: CF,

O—m

£ \ e
F
(1.15)

The values of x*(C) and xF(F) are 2.6 and 4.0, respec-
tively, indicating that each C—F bond is polar in the sense
C” —F" . The CF, molecule (1.15) is tetrahedral and the
four bond moments (each a vector of equivalent magnitude)
oppose and cancel one another. The effects of the F lone
pairs also cancel out, and the net result is that CF, is non-
polar.

Example 2: H,O

0
O 1
(1.16)

For O and H, x* = 3.4 and 2.2, respectively, showing that
each O—H bond is polar in the sense O° —H"". Since the H,O
molecule is non-linear, resolution of the two bond vectors
gives a resultant dipole moment which acts in the direction
shown in structure 1.16. In addition, the O atom has two
lone pairs of electrons which will reinforce the overall
moment. The experimental value of i for H,O in the gas
phase is 1.85 D.

Example 3: NH; and NF;

/N"’u
X \ X
X
X=HorF
(1.17)

The molecules NH; and NF; have trigonal pyramidal
structures (1.17), and have dipole moments of 1.47 and
0.24 D respectively. This significant difference may be ratio-
nalized by considering the bond dipole moments and the
effects of the N lone pair. The values of y"(N) and x"(H)
are 3.0 and 2.2, so each bond is polar in the sense
Né —H® . The resultant dipole moment acts in a direction
that is reinforced by the lone pair. Ammonia is a polar
molecule with N carrying a partial negative charge. In
NF;, each N-F bond is polar in the sense N° —F" since
F is more electronegative (x"(F) = 4.0) than N. The resul-
tant dipole moment opposes the effects of the lone pair, ren-
dering the NF3 molecule far less polar than NHj;.

Clearly, molecular shape is an important factor in deter-
mining whether a molecule is polar or not and the examples
below and question 1.31 at the end of the chapter consider
this further.

Worked example 1.13 Molecular dipole moments

Use electronegativity values in Table 1.7 to work out whether
or not the following molecule is polar and, if so, in what direc-
tion the dipole acts.

T
c,
7 \ g

F

First, look up values of x* from Table 1.7: x*(H)=2.2,
YP(C)=2.6, x*(F)=4.0. The molecule is therefore polar
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with F atoms 6, and the molecular dipole moment acts as
shown below:

Self-study exercises

1. Use electronegativity values in Table 1.7 to confirm that each of
the following molecules is polar. Draw diagrams to show the
directions of the molecular dipole moments.

Br—F ~ \ / 7,

H \ el

Cl

2. Explain why each of the following molecules is non-polar.

Br Cl

B Siy,
~ ""Cl
Br/ \Br cl \Cl

S—C—"S

1.17 MO theory: heteronuclear diatomic
molecules

In this section, we return to MO theory and apply it to hetero-
nuclear diatomic molecules. In each of the orbital interaction
diagrams constructed in Section 1.13 for homonuclear
diatomics, the resultant MOs contained equal contributions
from each atomic orbital involved. This is represented in
equation 1.27 for the bonding MO in H, by the fact that
each of the wavefunctions ; and 1, contributes equally to
1Mo, and the representations of the MOs in H, (Figure
1.18) depict symmetrical orbitals. Now we look at representa-
tive examples of diatomics in which the MOs may contain

Py Py

()

different atomic orbital contributions, a scenario that is
typical for heteronuclear diatomics.

First, we must consider likely restrictions when we are
faced with the possibility of combining different types of
atomic orbitals.

Which orbital interactions should be
considered?

At the beginning of Section 1.13 we stated some general
requirements that should be met for orbital interactions to
take place efficiently. We stated that orbital interactions
are allowed if the symmetries of the atomic orbitals are
compatible with one another. In our approach to the bond-
ing in a diatomic, we made the assumption that only the
interactions between like atomic orbitals, e.g. 2s-2s, 2p.—
2p., need be considered. Such interactions are symmetry-
allowed, and in addition, in a homonuclear diatomic the
energies of like atomic orbitals on the two atoms are exactly
matched.

In a heteronuclear diatomic, we often encounter two atoms
that have different basis sets of atomic orbitals, or have sets of
similar atomic orbitals lying at different energies. For exam-
ple, in CO, although both C and O possess valence 2s and
2p atomic orbitals, the greater effective nuclear charge of O
means that its atomic orbitals lie at a lower energy than
those of C. Before we look more closely at some examples
of heteronuclear diatomics, let us briefly consider some
symmetry-allowed and disallowed orbital interactions. It is
important to remember that we are looking at these symmetry
properties with respect to the internuclear axis. In our earlier
discussion of homonuclear diatomics (e.g. Figure 1.21), we
ignored the possibility of overlap between the p, and p, orbi-
tals. Such an interaction between orthogonal p atomic orbitals
(Figure 1.25a) would give a zero overlap integral. Similarly,
for nuclei lying on the z axis, interaction between p, and p.,
or p, and p., orbitals gives zero overlap. An interaction
between an s and a p atomic orbital may occur depending
upon the orientation of the p orbital. In Figure 1.25b, overlap
would be partly bonding and partly antibonding and the net
effect is a non-bonding interaction. On the other hand,
Figure 1.25¢ shows an s—p interaction that is allowed by

(b) ©

Fig. 1.25 Overlap between atomic orbitals is not always allowed by symmetry. Combinations (a) and (b) lead to non-bonding
situations but (c) is symmetry-allowed and gives rise to a bonding interaction.
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%A
4 Yo
[89]
¥x
by
Yyo
X XY Y

X Y X Y

Fig. 1.26 The relative energies of atomic orbitals of X and Y will dictate whether an interaction (formally allowed by symmetry)
will lead to efficient overlap or not. Here, an interaction occurs but the contribution made by 1y to 9o is greater than that
made by vx, while 1y contributes more than ¢y to the antibonding MO. The diagrams on the right give pictorial representations

of the bonding and antibonding MOs.

symmetry. Whether or not this leads to effective overlap
depends upon the relative energies of the two atomic orbitals.
This is illustrated in Figure 1.26 for a diatomic XY. Let the
interaction between vy and 1y be symmetry-allowed; the
orbital energies are not the same but are close enough that
overlap between the orbitals is efficient. The orbital inter-
action diagram shows that the energy of the bonding MO
is closer to E(t¢y) than to E(yyx) and the consequence of
this is that the bonding orbital possesses greater Y than X
character. This is expressed in equation 1.38 in which
¢y > ¢;. For the antibonding MO, the situation is reversed,
and 1y contributes more than vy ; in equation 1.39, ¢3 > ¢4.

Ynmo = N(er x Px) + (2 X Py)] (1.38)
Ymo = N7[(e3 X hx) + (4 X 1hy)] (1.39)

The energy separation AE in Figure 1.26 is critical. If it is
large, interaction between vx and vy will be inefficient (the
overlap integral is very small). In the extreme case, there is
no interaction at all and both ¢y and vy appear in the XY
molecule as unperturbed non-bonding atomic orbitals. We
illustrate this below.

Hydrogen fluoride

The ground state configurations of H and F are 1s' and
[He]25°2p° respectively. Since Zi(F) > Zop(H), the F 2s
and 2p atomic orbital energies are significantly lowered
with respect to the H 1s atomic orbital (Figure 1.27).

We now have to consider which atomic orbital inter-
actions aresymmetry-allowed and then ask whether the
atomic orbitals are sufficiently well energy-matched. First,
define the axis set for the orbitals; let the nuclei lie on the
z axis. Overlap between the H 1s and F 2s orbitals is
allowed by symmetry, but the energy separation is very
large (note the break on the energy axis in Figure 1.27).
Overlap between the H ls and F 2p. atomic orbitals is
also symmetry-allowed and there is a reasonable orbital
energy match. As Figure 1.27 shows, an interaction occurs
leading to o and 0" MOs; the o-orbital has greater F than

H character. Notice that, because HF is non-centrosym-
metric (see Box 1.9), the symmetry labels of the orbitals
for HF do not involve g and u labels. The two F 2p, and
2p, atomic orbitals become non-bonding orbitals in HF
since no net bonding interaction with the H Is atomic
orbital is possible. Once the orbital interaction diagram
has been constructed, the eight valence electrons are accom-
modated as shown in Figure 1.27, giving a bond order of 1
in HF. The MO picture of HF indicates that the electron
density is greater around the F than H nucleus; the model
is consistent with a polar H—F bond in the sense
H —F . [Exercise: Sketch pictorial representations of
the o and ¢ MOs in HF. Hint: Refer to Figure 1.26.]

Carbon monoxide

In Chapter 23 we discuss the chemistry of compounds con-
taining metal-carbon bonds (organometallic compounds) of
which metal carbonyls of the type M (CO), are one group.

Energy

H HF F

Fig. 1.27 An orbital interaction diagram for the formation of
HF. Only the valence atomic orbitals and electrons are shown.
The break in the vertical (energy) axis indicates that the
energy of the F 2s atomic orbital is much lower than is
actually shown.



In order to investigate the way in which CO bonds to metals,
we must appreciate the electronic structure of the carbon
monoxide molecule.

Before constructing an orbital interaction diagram for
CO, we must take note of the following:

Zep(0) > Zey(C);

the energy of the O 2s atomic orbital is lower than that of
the C 2s atomic orbital;

the 2p level in O is at lower energy than that in C;

the 2s—2p energy separation in O is greater than that in C
(Figure 1.22).

We could generate an approximate orbital interaction diagram
by assuming that only 2s—2s and 2p—2p overlap occurs, but, as
a consequence of the relative atomic orbital energies, such a
picture is too simplistic. Figure 1.28a gives a more accurate
MO picture of the electronic structure of CO obtained compu-
tationally, although even this is over-simplified. Figure 1.28b
illustrates more fully the extent of orbital mixing, but for our
discussion, the simplified picture presented in Figure 1.28a
suffices. Two of the more important features to notice are:

e The highest occupied MO (HOMO) is o-bonding and
possesses predominantly carbon character; occupation
of this MO effectively creates an outward-pointing lone
pair centred on C.

e A degenerate pair of 7 (2p) MOs make up the lowest
unoccupied MOs (LUMOs); each MO possesses more
C than O character.

Pictorial representations of the HOMO and one of the
LUMGOs are given in Figure 1.28; refer to end of chapter
problem 1.33.

HOMO = highest occupied molecular orbital.
LUMO = lowest unoccupied molecular orbital.

1.18 Isoelectronic molecules

Two species are isoelectronic if they possess the same total
number of electrons.

If two species contain the same number of electrons they are
isoelectronic; CHy, [BH,]™ and [NH4]" are isoelectronic,
since each contains a total of 10 electrons. Two other series
of isoelectronic species are N,, CO and [NOJ]", and
[SiFe]*~, [PF4]~ and SF.

The word isoelectronic is often used in the context of mean-
ing ‘same number of valence electrons’, although strictly such
usage should always be qualified; e.g. HF, HCI and HBr are
isoelectronic with respect to their valence electrons.

The isoelectronic principle is simple but important. Often,
species that are isoelectronic possess the same structure and
are isostructural. However, if the term is used loosely and

Chapter 1 e Molecular shape and the VSEPR model 43

only the valence electrons are considered, this expectation
may not hold. With respect to their valence electrons, CO,
with SiO, are isoelectronic, but whereas CO, is a linear
molecule, SiO, possesses an infinite lattice in which Si is 4-
coordinate (see Section 13.9).

1.19 Molecular shape and the VSEPR
model

Valence-shell electron-pair repulsion theory

The shapes of molecules containing a central p-block atom
tend to be controlled by the number of electrons in the valence
shell of the central atom. The valence-shell electron-pair repul-
sion (VSEPR) theory provides a simple model for predicting
the shapes of such species. The model combines original
ideas of Sidgwick and Powell with extensions developed by
Nyholm and Gillespie, and may be summarized as follows:

e Each valence shell electron pair of the central atom Ein a
molecule EX,, containing E-X single bonds is stereo-
chemically significant, and repulsions between them
determine the molecular shape.

e Electron—electron repulsions decrease in the sequence:

lone pair-lone pair > lone pair-bonding pair > bonding
pair-bonding pair.

e Where the central atom E is involved in multiple bond
formation to atoms X, electron—electron repulsions
decrease in the order:

triple bond-single bond > double bond-single
bond > single bond-single bond.

e Repulsions between the bonding pairs in EX,, depend on
the difference between the electronegativities of E and X;
electron—electron repulsions are less the more the E—X
bonding electron density is drawn away from the central
atom E.

The VSEPR theory works best for simple halides of the p-
block elements, but may also be applied to species with
other substituents. However, the model does not take steric

factors (i.e. the relative sizes of substituents) into account.

In a molecule EX,,, there is a minimum energy arrangement
for a given number of electron pairs. In BeCl, (Be, group 2),
repulsions between the two pairs of electrons in the valence
shell of Be are minimized if the Cl—-Be—Cl unit is linear. In
BCl; (B, group 13), electron—electron repulsions are mini-
mized if a trigonal planar arrangement of electron pairs
(and thus Cl atoms) is adopted. The structures in the left-
hand column of Figure 1.29 represent the minimum energy
structures for EX,, molecules for n = 2-8 and in which there
are no lone pairs of electrons associated with E. Table 1.8
gives further representations of these structures, along with
their ideal bond angles. Ideal bond angles may be expected
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Fig. 1.28 (a) A simplified orbital interaction diagram for CO which allows for the effects of some orbital mixing. The labels 1o,
20 ... rather than o(2s) ... are used because some orbitals contain both s and p character. (b) A more rigorous (but still

qualitative) orbital interaction diagram for CO.



2-Coordinate

3-Coordinate

4-Coordinate

5-Coordinate

6-Coordinate

7-Coordinate

8-Coordinate

Linear

Trigonal planar

Tetrahedral

Trigonal bipyramidal

Octahedral

Pentagonal bipyramidal

Square antiprismatic
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Bent
T—shaped Trigonal pyramidal
Disphenoidal Square planar
Square-based pyramidal Pentagonal planar

Fig. 1.29 Common shapes for molecules of type EX,, or ions of type [EX,,}”’+/_.
The structures in the left-hand column are ‘parent’ shapes used in VSEPR theory.

45
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Table 1.8 ‘Parent’ shapes for EX,, molecules (n = 2-8).
Formula Coordination number Shape Spatial representation Ideal bond angles
EX, of atom E (£X-E—X) | degrees
EX, 2 Linear X—E—X 180
X
. /
EX; 3 Trigonal planar X—E 120
\
X
X
EX, 4 Tetrahedral — Ein,, X 109.5
X
Xax
) . . ’ o Xeg
EX; 5 Trigonal bipyramidal X — B X E-Xeq =90
| e £XeqE-Xeq =120
Kax
X1
X//,/” ‘ \\\\\\x
EX¢ 6 Octahedral X/” I‘E“\X /X, —E-X, =90
2
X
Kax
Xeq w1 Xeq
EX; 7 Pentagonal bipyramidal X, — B % X E-Xeq = 90
e \Xeq & LXeg B-Xeq =72
an
X1
X, ' X2
EXg 8 Square antiprismatic X —-/E— X3 /X—E-X, =78

/X-E-X; =173

when all the X substituents are identical, but in, for example,
BF,Cl (1.18) some distortion occurs because Cl is larger than
F, and the shape is only approximately trigonal planar.

Tl
B (0]
F/ \F H/ \\
H

/F-B-F=118"

(1.18) (1.19)

The presence of lone pairs is taken into account using the
guidelines above and the ‘parent structures’ in Figure 1.29.
In H,O (1.19), repulsions between the two bonding pairs
and two lone pairs of eclectrons lead to a tetrahedral
arrangement but owing to the inequalities between the lone

pair-lone pair, lone pair—bonding pair and bonding pair—
bonding pair interactions, distortion from an ideal arrange-
ment arises and this is consistent with the observed
H—O—H bond angle of 104.5°.

Worked example 1.14 VSEPR theory

Predict the structures of (a) XeF, and (b) [XeFs] .

Xeisin group 18 and possesses eight electrons in its valence
shell. F is in group 17, has seven valence electrons and forms
one covalent single bond. Before applying the VSEPR model,
decide which is the central atom in the molecule. In each of
XeF, and [XeFs], Xe is the central atom.



(a) XeF,. Two of the eight valence electrons of the Xe
atom are used for bonding (two Xe—F single bonds), and
so around the Xe centre there are two bonding pairs of
electrons and three lone pairs.

The parent shape is a trigonal bipyramid (Figure 1.29)
with the three lone pairs in the equatorial plane to minimize
lone pair-lone pair repulsions. The XeF, molecule is there-
fore linear:

F F
> )‘(e : or )‘(e
F F

(b) [XeFs] . The electron from the negative charge is
conveniently included within the valence shell of the central
atom. Five of the nine valence electrons are used for bonding
and around the Xe centre there are five bonding pairs and
two lone pairs of electrons.

The parent shape is a pentagonal bipyramid (Figure 1.29)
with the two lone pairs opposite to each other to minimize
lone pair—lone pair repulsions. The [XeFs]  anion is there-
fore pentagonal planar:

F/" ||:
K \ ‘\\\\\ F F
F 4Xe . or ~— Xe/
F / N\
oo F F

When structures are determined by diffraction methods,
atom positions are located. Thus, in terms of a structural
descriptor XeF, is linear and [XeFs]™ is pentagonal planar.
In the diagrams above we show two representations of
each species, one with the lone pairs to emphasize the
origin of the prediction from the VSEPR model.

Self-study exercise

Show that VSEPR theory is in agreement with the following
molecular shapes:

BCl, trigonal planar
[IFs]* pentagonal planar
INH,|" tetrahedral

SF octahedral

XeF, square planar

AsFs trigonal bipyramidal
[BBry] tetrahedral

Structures derived from a trigonal
bipyramid

In this section, we consider the structures of species such as
CIF; and SF, which have five electron pairs in the valence
shell of the central atom. The experimentally determined
structure of CIF; is shown in Figure 1.30, and VSEPR
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169.8pm

H—Q—m
]

(@ (b)

Fig. 1.30 (a) The experimentally determined structure of CIF;
and (b) the rationalization of this structure using VSEPR
theory.

theory can be used to rationalize this T-shaped arrangement.
The valence shell of the Cl atom contains three bonding pairs
and two lone pairs of electrons. If both lone pairs occupy
equatorial sites (see Table 1.8), then a T-shaped CIF;
molecule results. The choice of locations for the bonding
and lone pairs arises from a consideration of the difference
between the X,x—E-X.q and X.,—E-X,, bond angles (Table
1.8), coupled with the relative magnitudes of lone pair—lone
pair, bonding pair-lone pair and bonding pair—bonding
pair repulsions. It follows that the chlorine lone pairs in
CIF; preferentially occupy the equatorial sites where there
is greatest space. The small departure of the F—CI-F bond
angle from the ideal value of 90° (Table 1.8) may be attribu-
ted to lone pair-bonding pair repulsion. Figure 1.30 also
shows that there is a significant difference between the
axial and equatorial CI-F bond lengths, and this is a trend
that is seen in a range of structures of molecules derived
from a trigonal bipyramidal arrangement. In PFs, the axial
(ax) and equatorial (eq) bond distances are 158 and 153 pm
respectively, in SF4 (1.20), they are 165 and 155 pm, and in
BrF;, they are 181 and 172pm." Bond distance variation
is, however, not restricted to species derived from a trigonal
bipyramid. For example, in BrFs (1.21), the Br atom lies a
little below the plane containing the equatorial F atoms
(£/F—Br—F. = 84.5°) and the Br—F,, and Br—F,, bond
distances are 168 and 178 pm respectively.

E
E axial
. . F/mm w equatorial
‘ e O~ [
! oo
(1.20) (1.21)

" For further discussion of this topic, see: R.J. Gillespie and P.L.A.
Popelier (2001) Chemical Bonding and Molecular Geometry, Oxford
University Press, Oxford, Chapter 4.
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Limitations of VSEPR theory

The generalizations of the VSEPR model are useful, but
there are limitations to its use. In this section, we give
examples that illustrate some problems. The isoelectronic
species IF; and [TeF;]™ are predicted by VSEPR theory to
be pentagonal bipyramidal and this is observed. However,
electron diffraction data for IF,; and X-ray diffraction data
for [MeyN][TeF;] reveal that the equatorial F atoms are
not coplanar, a result that cannot be predicted by the
VSEPR model. Moreover, in IF;, the I-F,, and I-F,, dis-
tances are 179 and 186 pm respectively, and in [TeF;]™, the
Te-F,« bond distance is 179 pm and the Te-F¢, distances
lie in the range 183 to 190 pm.

Among species in which VSEPR theory appears to fail are
[SeCl]*~, [TeCls]*~ and [BrFq]™ (see also Section 15.7).
When characterized as alkali metal salts, these anions are
found to possess regular octahedral structures in the solid
state, whereas VSEPR theory suggests shapes based on there
being seven electron pairs around the central atom. Although
these structures cannot readily be predicted, we can rationalize
them in terms of having a stereochemically inactive pair of elec-
trons. Stereochemically inactive lone pairs are usually
observed for the heaviest members of a periodic group, and
the tendency for valence shell s electrons to adopt a non-bond-
ing role in a molecule is called the stereochemical inert pair
effect. Similarly, [SbCls]” and [SbCIs]>~ both possess regular
octahedral structures. Finally, consider [XeFg]*~, [IFg]™ and
[TeFg*~. As expected from VSEPR theory, [IFg]” and
[TeFg]*~ are square antiprismatic; this structure is related to
the cube but with one face of the cube rotated through 45°.
However, [Xng]Z* also adopts this structure, indicating that
the lone pair of electrons is stereochemically inactive.

It is important to note that whereas VSEPR theory may
be applicable to p-block species, it is not appropriate for
those of the d-block (see Chapters 19-23).

If the presence of a lone pair of electrons influences the shape
of a molecule or ion, the lone pair is stereochemically active.
If it has no effect, the lone pair is stereochemically inactive.
The tendency for the pair of valence s electrons to adopt a
non-bonding role in a molecule or ion is termed the
stereochemical inert pair effect.

1.20 Molecular shape: geometrical
isomerism

In this section we discuss geometrical isomerism. Examples
are taken from both p- and d-block chemistry. Other types
of isomerism are described in Section 19.8.

If two species have the same molecular formulae and the
same structural framework, but differ in the spatial

arrangement of different atoms or groups about a central
atom or a double bond, then the compounds are geometrical
isomers.

Square planar species

In a square planar species such as [ICl;]” or [PtCL*~ (1.22),
the four Cl atoms are equivalent. Similarly, in [PtCl;(PMes)]™
(1.23), there is only one possible arrangement of the groups
around the square planar Pt(II) centre. (The use of arrows
or lines to depict bonds in coordination compounds is dis-
cussed in Section 6.11.)

2— _
cl PMe;
Cl—l"t—Cl Cl—Pt—Cl
! !
(1.22) (1.23)
The introduction of two PMe; groups to give

[PtCl,(PMejy),] leads to the possibility of two geometrical iso-
mers, i.e. two possible spatial arrangements of the groups
around the square planar Pt(IT) centre. These are shown in
structures 1.24 and 1.25 and the names cis and trans refer
to the positioning of the Cl (or PMe;) groups, adjacent to
or opposite one another.

PMe; PMe;
Cl—— Pt =— PMej Cl—Pt—Cl
Cl PM63
cis-isomer trans-isomer
(1.24) (1.25)

Square planar species of the general form EX,Y, or EX,YZ
may possess cis- and trans-isomers.

Octahedral species

There are two types of geometrical isomerism associated
with octahedral species. In EX,Yy, the X groups may be
mutually cis or trans as shown for [SnF,;Me,]*~ (1.26 and
1.27). In the solid state structure of [NH4],[SnF;Me,], the
anion is present as the trans-isomer.

F 2 Me 2
n n

F” | “VMe F | v
Me Me

trans-isomer

(1.27)

cis-isomer

(1.26)



Facial Meridional
arrangement arrangement
fac-isomer mer-isomer

Fig. 1.31 The origin of the names fac- and mer-isomers. For
clarity, the central atom is not shown.

If an octahedral species has the general formula EX;Yj,
then the X groups (and also the Y groups) may be arranged
so as to define one face of the octahedron or may lie in a
plane that also contains the central atom E (Figure 1.31).
These geometrical isomers are labelled fac (facial) and
mer (meridional) respectively. In [PCL][PCI3F3], the

[PCI3F;] anion exists as both mer- and fac-isomers (1.28
and 1.29).
F — Cl _
F””/’/1|)\\‘\\\\Cl FI/”/’/IL\‘\\\\F
F |\c1 " |\c1
Cl Cl
fac-isomer mer-isomer
(1.28) (1.29)

An octahedral species containing two identical groups (e.g. of
type EX,Y,) may possess cis- and trans-arrangements of
these groups. An octahedral species containing three
identical groups (e.g. of type EX5Y3) may possess fac- and
mer-isomers.

Trigonal bipyramidal species

In trigonal bipyramidal EXs, there are two types of X atom:
axial and equatorial. This leads to the possibility of geome-
trical isomerism when more than one type of substituent is
attached to the central atom. Iron pentacarbonyl, Fe(CO)s,
is trigonal bipyramidal and when one CO is exchanged for
PPh;, two geometrical isomers are possible depending on
whether the PPh; ligand is axially (1.30) or equatorially
(1.31) sited.

co co
| L CO | L CO
0C—Fe PhsP — Fe
| o | o
PPhs co
(1.30) (1.31)

For trigonal bipyramidal EX,Y3, three geometrical iso-
mers (1.32 to 1.34) are possible depending on the relative
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positions of the X atoms. Steric factors may dictate which
isomer is preferred for a given species; e.g. in the static
structure of PCL3F,, the F atoms occupy the two axial
sites, and the larger Cl atoms reside in the equatorial plane.

X Y \4
| Y wY
y—p X — g X—E""
’ \Y ‘ \x | \Y
X Y X
(1.32) (1.33) (1.34)

In a trigonal bipyramidal species, geometrical isomerism
arises because of the presence of axial and equatorial sites.

High coordination numbers

The presence of axial and equatorial sites in a pentagonal
bipyramidal molecule leads to geometrical isomerism in a
similar manner to that in a trigonal bipyramidal species. In
a square antiprismatic molecule EXg, each X atom is
identical (Figure 1.29). Once two or more different atoms
or groups are present, e.g. EX(Y,, geometrical isomers are
possible. As an exercise, draw out the four possibilities for
square antiprismatic EXY5.

Double bonds

In contrast to a single (o) bond where free rotation is gener-
ally assumed, rotation about a double bond is not a low
energy process. The presence of a double bond may therefore
lead to geometrical isomerism as is observed for N,F,. Each
N atom carries a lone pair as well as forming one N—F single
bond and an N=N double bond. Structures 1.35 and 1.36
show the trans- and cis-isomers’ respectively of N,F,.

/

N—/N

(1.35)

Further reading

First-year chemistry: basic principles

C.E. Housecroft and E.C. Constable (2002) Chemistry, 2nd edn,
Prentice Hall, Harlow — A readable text covering fundamental
aspects of inorganic, organic and physical chemistry which
gives detailed background of all material that is taken
as assumed knowledge in this book. An accompanying
multiple-choice test bank and Solutions Manual can be
found through www.pearsoned.co.uk/housecroft

"In organic chemistry, [UPAC nomenclature uses the prefix (E)- for a
trans-arrangement of groups and (Z)- for a cis-arrangement, but for
inorganic compounds, the terms frans- and cis- remain in use.
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P. Atkins (2000) The Elements of Physical Chemistry, 3rd edn,
Oxford University Press, Oxford — An excellent introductory
text which covers important areas of physical chemistry.

P. Atkins and L. Jones (2000) Chemistry: Molecules, Matter, and
Change, 4th edn, Freeman, New York — This first-year text is
suitable for reviewing basic topics.

S.S. Zumdahl (1998) Chemical Principles, 3rd edn, Houghton
Mifflin Company, Boston — A useful first-year text for an
overview of basic concepts.

Physical methods

E.A.V. Ebsworth, D.W.H. Rankin and S. Cradock (1991) Struc-
tural Methods in Inorganic Chemistry, 2nd edn, Blackwell
Scientific Publications, Oxford — A readable text which gives
details of the important methods by which chemists determine
structural details of compounds.

B.K. Hunter and J.K.M. Sanders (1993) Modern NMR Spec-
troscopy. A Guide for Chemists, 2nd edn, Oxford University
Press, Oxford — An excellent text that provides the theory
behind most of the NMR spectroscopic techniques that you
are likely to need in conjunction with this book.

Problems

1.1 Using the list of naturally occurring isotopes in Appendix
5, determine the number of electrons, protons and
neutrons present in an atom of each isotope of (a) Al, (b)
Br and (c) Fe, and give appropriate notation to show these
data for each isotope.

1.2 Hydrogen possesses three isotopes, but tritium (3 H), which
is radioactive, occurs as less than 1 in 107 atoms in a
sample of natural hydrogen. If the value of A, for
hydrogen is 1.008, estimate the percentage abundance of
protium, 'H, and deuterium, 2H (or D) present in a sample
of natural hydrogen. Point out any assumptions that you
make. Explain why your answers are not the same as those
quoted in Appendix 5.

1.3 (a) By using the data in Appendix 5, account for the
isotopic distribution shown in Figure 1.1b. (b) The mass
spectrum of Sg shows other peaks at lower values of m1/z.
By considering the structure of Sg shown in Figure 1.1c,
suggest the origin of these lower-mass peaks.

1.4 Four of the lines in the Balmer series are at 656.28, 486.13,
434.05 and 410.17 nm. Show that these wavelengths are
consistent with equation 1.4.

1.5 Using the Bohr model, determine the values of the radii of
the second and third orbits of the hydrogen atom.

1.6 Write down the sets of quantum numbers that define the
(a) 1s, (b) 4s, (c) S5s atomic orbitals.

1.7  Write down the three sets of quantum numbers that define
the three 3p atomic orbitals.

1.8 How many atomic orbitals make up the set with n = 4 and
[ = 3? What label is given to this set of orbitals? Write
down a set of quantum numbers that defines each orbital
in the set.

Quantum mechanics and bonding

P. Atkins and J. de Paula (2002) Atkins’ Physical Chemistry, Tth
edn, Oxford University Press, Oxford — This text provides a
solid and well-tested background in physical chemistry.

R.J. Gillespie and I. Hargittai (1991) The VSEPR Model of
Molecular Geometry, Allyn and Bacon, Boston — A text
with numerous examples that takes the VSEPR model from
basic principles to a quantum mechanical basis.

R.J. Gillespie and P.L.A. Popelier (2001) Chemical Bonding and
Molecular Geometry, Oxford University Press, Oxford — A
text that goes from fundamental to modern aspects of the
VSEPR and related models of bonding.

R. McWeeny (1979) Coulson’s Valence, 3rd edn, Oxford
University Press, Oxford — A general treatment of chemical
bonding with a detailed mathematical approach.

M.J. Winter (1994) Chemical Bonding, Oxford University
Press, Oxford — This text approaches chemical bonding
non-mathematically and is aimed at first-year undergraduate
students.

Structure and Bonding (1987) vol. 66 — A volume containing
articles dealing with different aspects of electronegativity.

1.9 Which of the following species are hydrogen-like: (a) H';
(b) He™; (c) He™; (d) Lit; (e) Li*™?

1.10 (a) Will a plot of R(r) for the ls atomic orbital of He™
be identical to that of the H atom (Figure 1.5a)? [Hint:
look at Table 1.2.] (b) On the same axis set, sketch
approximate representations of the function 47rr2R(r)2 for
H and He™.

1.11 Using equation 1.16, determine the energies of atomic
orbitals of hydrogen with n = 1, 2, 3, 4 and 5. What can
you say about the relative spacings of the energy levels?

1.12 Write down (with reasoning) the ground state electronic
configurations of (a) Li, (b) F, (¢) S, (d) Ca, (e) Ti, (f) Al.

1.13 Draw energy level diagrams to show the ground state
electronic configurations of only the valence electrons in an
atom of (a) F, (b) Al and (c) Mg.

1.14 (a) Write down an equation that defines the process to
which the value of IE, of Sn refers. Is this process
exothermic or endothermic? (b) To what overall process
does a value of (/E| + IE, + IE;) for Al refer?

1.15 The first four ionization energies of an atom X are 403,
2633, 3900 and 5080 kJ mol~". Suggest to what periodic
group X belongs and give reasons for your choice.

1.16 In Figure 1.15, identify the trends in the first ionization
energies of the elements in (a) descending group 1, (b)
descending group 13, (c) crossing the first row of the d-
block, (d) crossing the row of elements from B to Ne, (e)
going from Xe to Cs, and (f) going from P to S. Rationalize
each of the trends you have described.

1.17 Figure 1.32 shows the values of IE, for the first ten
elements. (a) Label each point with the symbol of the
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Fig. 1.32 Graph for problem 1.17.

appropriate element. (b) Give detailed reasons for the
observed trend in values.

1.18 (a) Using the data in Table 1.5, determine a value for AH
for the process:

O(g) +2¢~ — 0" (g)

(b) Comment on the relevance of the sign and magnitude

of your answer to part (a) in the light of the fact that many

metal oxides with ionic lattices are thermodynamically
stable.

1.19 Draw Lewis structures to describe the bonding in the
following molecules: (a) F,; (b) BF3; (¢c) NHj; (d) H,Se; (e)
H,0;; (f) BeCly; () SiHy; (h) PFs.

1.20 Use the Lewis structure model to deduce the type of
nitrogen—nitrogen bond present in (a) NoHy, (b) N,Fy, (¢)
N2F2 and (d) [N2H5]+.

1.21 Draw out the resonance structures for the O3

molecule. What can you conclude about the net
bonding picture?

1.22 (a) Use VB theory to describe the bonding in the diatomic
molecules Li,, B, and C,. (b) Experimental data show that
Li, and G, are diamagnetic whereas B, is paramagnetic. Is
the VB model consistent with these facts?

1.23 Using VB theory and the Lewis structure model, determine
the bond order in (a) H,, (b) Na,, (c) S,, (d) N, and (e) Cl,.

Is there any ambiguity with finding the bond orders by this
method?

1.24 Does VB theory indicate that the diatomic molecule He, is
a viable species? Rationalize your answer.

1.25 (a) Use MO theory to determine the bond order in each of
[He,]* and [He,]**. (b) Does the MO picture of the
bonding in these ions suggest that they are viable species?

1.26 (a) Construct an MO diagram for the formation of O,;
show only the participation of the valence orbitals of the
oxygen atoms. (b) Use the diagram to rationalize the
following trend in O—O bond distances: O,, 121 pm;
[0,]F, 112 pm; [0,]7, 134 pm; [O,]*~, 149 pm. (¢) Which of
these species are paramagnetic?
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Fig. 1.33 The structure of SOF,.

1.27 Using the data in Table 1.7, determine which of the
following covalent single bonds is polar and (if
appropriate) in which direction the dipole moment will
act. (a) N—H; (b) F—Br; (¢) C—H; (d) P-CI;

(e) N—Br.

1.28 Pick out pairs of isoelectronic species from the
following list; not all species have a ‘partner’: HF; CO,;
SO,; NHj; PFy; SFy; SiFy; SiCly; [H;0]7; [NO,]™; [OH]
[AICL,].

1.29 Use the VSEPR model to predict the structures of (a)

H;Se, (b) [BH4] ", (¢) NF3, (d) SbFs, (¢) [H;0]", () IF;. (g)
[1;]7, (h) [I5]", (i) SOs.

1.30 Use VSEPR theory to rationalize the structure of SOF,

shown in Figure 1.33. What are the bond orders of (a) each
S—F bond and (b) the S—O bond?

1.31 Determine the shapes of each of the following molecules
and then, using the data in Table 1.7, state whether each is
expected to be polar or not: (a) H,S; (b) CO,; (c) SO,;
(d) BF3; (e) PFs; (f) cis-N,Fy; (g) trans-N,F,; (h) HCN.

1.32 State whether you expect the following species to possess
geometrical isomers and, if so, draw their structures and
give them distinguishing labels: (a) BF,Cl; (b) POCls; (¢)
MePF,; (d) [PF,Cl,] ™.

Overview problems

1.33 (a) Draw resonance structures for CO, choosing only

those that you think contribute significantly to the
bonding.

(b) Figure 1.28a shows an MO diagram for CO. Two MOs
are illustrated by schematic representations. Draw
similar diagrams for the remaining six MOs.

1.34 (a) On steric grounds, should cis- or trans-[PtCl,(PPhjs),]

be favoured?
(b) Use the VSEPR model to rationalize why SNFj is
tetrahedral but SF, is disphenoidal.

(c) Suggest why KrF, is a linear rather than bent
molecule.

1.35 Account for each of the following observations.

(a) IF5 is a polar molecule.

(b) The first ionization energy of K is lower than that of Li.
(¢) BIj is trigonal planar while PIj; is trigonal pyramidal in
shape.
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1.36 Suggest reasons for the following observations.

(a) The second ionization energy of He is higher than the
first despite the fact that both electrons are removed
from the ls atomic orbital.

(b) Heating N,F, at 373 K results in a change from a
non-polar to polar molecule.

(c) S, is paramagnetic.

1.37 Account for each of the following observations.
(a) The mass spectrum of molecular bromine shows three
lines for the parent ion Br, ™.
(b) In the structure of solid bromine, each Br atom has one
nearest neighbour at a distance of 227 pm, and several
other next nearest neighbours at 331 pm.

(c) In the salt formed from the reaction of Br, and SbFs,
the Br—Br distance in the Br,™ ion is 215pm, i.e.
shorter than in Br,.

1.38 (a) How would Figure 1.9 have to be modified to show
boundary surfaces for the 2s and the 3p wavefunctions
of a one-electron species?

(b) ‘The probability of finding the electron of a
ground-state hydrogen atom at a distance r from the
proton is at a maximum when r=52.9 pm.” Why is this
statement compatible with the maximum in the value
of R(r) at r=0?
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TOPICS

Nuclear binding energy
Radioactivity
Artificial isotopes

Nuclear reactions

Separation of radioactive isotopes

2.1 Introduction

In this chapter we are concerned with nuclear properties
and reactions involving the nucleus. When they occur
naturally, such transformations of the nucleus lead to it
being radioactive; transformations may also be brought
about artificially and the energy released in nuclear fission
reactions is harnessed in the nuclear fuels industry. The
techniques of nuclear magnetic resonance (NMR) and
Moéssbauer spectroscopies owe their existence to properties
of particular nuclei.

2.2 Nuclear binding energy

Mass defect and binding energy

The mass of an atom of 'H is exactly equal to the sum of the
masses of one proton and one electron. However, the atomic
mass of any other atom is less than the sum of the masses of
the protons, neutrons and electrons present. This mass defect
is a measure of the binding energy of the protons and
neutrons in the nucleus, and the loss in mass and liberation
of energy are related by Einstein’s equation 2.1. Mass defects
also apply to ordinary chemical reactions, but in these the
loss of mass is extremely small and is generally ignored.

AE = Am¢? 2.1

where AFE = energy liberated, Am =loss of mass, and

¢ = speed of light in a vacuum = 2.998 x 10® ms~".
Although nuclear binding energies are derived in terms

of atomic mass, it would be more logical to derive them

B Applications of isotopes
B Sources of 2H and *C

B Nuclear magnetic resonance spectroscopy:
applications

B Mossbauer spectroscopy: applications

from nuclear masses since the mass defect is a phenomenon
arising from the combination of the particles in the nucleus.
However, accurate values of nuclear, as distinct from atomic,
masses are known only for elements of low atomic number
where it is possible to remove all the electrons in a mass
spectrometer.

Worked example 2.1 Nuclear binding energy

Assuming that the mass defect originates solely from
the interaction of protons and neutrons in the nucleus, esti-
mate the nuclear binding energy of ;Li given the following
data:

Observed atomic mass of ;Li =7.01600u
1u=1.66054 x 10" kg

Electron rest mass = 9.10939 x 103 kg
Proton rest mass = 1.67262 x 10~ kg
Neutron rest mass = 1.67493 x 10~ kg
¢=2998 x 10°ms™"

The actual mass of a ;Li atom

=7.01600 x 1.660 54 x 10~
=1.16503 x 10 * kg

The sum of the masses of the protons, neutrons and electrons
in a JLi atom

=(3x9.10939 x 107°") + (3 x 1.67262 x 10°%)
+ (4% 1.67493 x 107%)
=1.17203 x 10~ * kg
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Binding energy per nucleon/MeV
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Fig. 2.1 Variation in average binding energy per nucleon as a function of mass number. Note that the energy scale is positive,
meaning that the nuclei with the highest values of the binding energies release the greatest amount of energy upon formation.

The difference in mass = Am
= (1.17203 x 107%%) — (1.16503 x 107%°)
=0.00700 x 10~ kg

Nuclear binding energy = AE = Am¢?
= (0.00700 x 1072) x (2.998 x 10°)’ kgm?s
=6.29160 x 10~'?J per atom

~ 6.29 x 10712 J per atom (J =kgm’s?)

Self-study exercises

1. Estimate the nuclear binding energy of $He given that its
observed atomic mass is 4.002 60 u; other necessary data are
given above. [Ans. ~ 453 x 10712) per atom]

2. If the nuclear binding energy of an atom of 9Be s
93182 x 10712J per atom, calculate the atomic mass of ZBe;
other necessary data are given above. [Ans. 9.012 18 u]

3. Estimate the nuclear binding energy of lgO in J per atom, given
that the observed atomic mass is 15.994 91 u. Other data you
require are given above.

[Ans. 2.045 x 1071 J per atom|

The binding energy of 6.29 x 10~ '%J calculated in worked
example 2.1 for jLi is for a single nucleus. This corresponds
to 3.79 x 10'2J or 3.79 x 10’ kJ per mole of nuclei, i.e. a
huge amount of energy is liberated when the fundamental
particles combine to form a mole of atoms. Its magnitude
can readily be appreciated if the value 3.79 x 10° kJ mol ™!

is compared with the heat liberated when one mole of »n-
butane is burnt in O, (A H°(298K) = —2857kJ per mole
of butane).

The average binding energy per nucleon

In comparing the binding energies of different nuclei, it is
more useful to consider the average binding energy per
nucleon, i.e. per particle in the nucleus. For jLi, this is
given in equation 2.2, assuming that the only particles of
significance in the nucleus are protons and neutrons."

For ]Li, binding energy per nucleon

629 x 107"
B 7

It is often convenient to quote values of nuclear binding
energies in mega electron volts (MeV) as in Figure 2.1,
which shows the variation in binding energy per nucleon as
a function of mass number. These values represent the
energy released per nucleon upon the formation of the
nucleus from its fundamental particles, and so the plot in
Figure 2.1 can be used to give a measure of the relative
stabilities of nuclei with respect to decomposition into
those particles. The nucleus with the greatest binding
energy is 50Fe and this is therefore the most stable nucleus.
In general, nuclei with mass numbers around 60 have the
highest average binding energies per nucleon, and it is
these elements (e.g. Fe, Ni) that are believed to constitute
the bulk of the Earth’s core.

=898 x 10717 (2.2)

T This assumption is valid for this exercise, but other particles (within the
realm of the particle physicist) do exist.



Figure 2.1 also shows that nuclei with mass numbers of 4,
12 and 16 have relatively high binding energies per nucleon,
implying particular stabilities associated with 3He, '2C and
0. These nuclei tend to be those used as projectiles in the
synthesis of the heaviest nuclei (see Section 2.6). Finally in
Figure 2.1, note that the binding energy per nucleon
decreases appreciably for mass numbers >100.

The data in Figure 2.1 are of crucial significance for the
application of nuclear reactions as energy sources. A
reaction involving nuclei will be exothermic if:

e a heavy nucleus is divided into two nuclei of medium
mass (so-called nuclear fission, see Section 2.5), or

e two light nuclei are combined to give one nucleus of
medium mass (so-called nuclear fusion, see Section 2.8).

2.3 Radioactivity

Nuclear emissions

Nuclear transformations generally possess very high
activation barriers and are usually very slow, but even so
spontaneous changes of many heavy nuclides (e.g. 233U
and %3Th) have been known since the nineteenth century.
When one nuclide decomposes to form a different nuclide,
it is said to be radioactive. In such nuclear changes, three
types of emission were initially recognized by Rutherford:

e a-particles (now known to be helium nuclei, [3He]*");
B-particles (electrons emitted from the nucleus and having
high kinetic energies);

e vy-radiation (high-energy X-rays).

An example of spontaneous radioactive decay is that of
carbon-14, which takes place by loss of a B-particle to give
nitrogen-14 (equation 2.3) and this decay is the basis of
radiocarbon dating (see Section 2.9). The emission of a B-
particle results in an increase in the atomic number by one
and leaves the mass number unchanged.

BC—~UN4+p (2.3)

More recent work has shown that the decay of some nuclei
involves the emission of three other types of particle:

e the positron (B");
e the neutrino (v,.);
e the antineutrino.

A positron is of equal mass but opposite charge to an
electron. A neutrino and antineutrino possess near zero
masses, are uncharged and accompany the emission from
the nucleus of a positron and an electron respectively. The
symbol used for a positron is B, and in this book we
denote a B-particle in equations by B~ (as in equation 2.3)
for clarity.

The energies associated with the emissions of o- and
B-particles and y-radiation are significantly different. An
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a-Particles ————>

f-Particles >

v-Radiation

Neutrons ¢
Paper Alum-inium Lead  Thick concrete
sheets sheet plate block

Fig. 2.2 A comparison of the penetrating powers of
a-particles, B-particles, y-radiation and neutrons. Neutrons are
especially penetrating and their use in a nuclear reactor calls
for concrete-wall shields of >2m in thickness.

a-particle is emitted with an energy in the range
~(6—16) x 107" J, and this means that an o-particle pene-
trates a few centimetres of air, causing ionization of some
molecules. A barrier of a few sheets of paper or a very thin
metal foil is sufficient to stop a stream of o-particles
(Figure 2.2). The health risk associated with a-particles
arises from their ingestion. A B-particle is emitted with an
energy ~ (0.03-5.0) x 107 J, but since they are much
lighter than a-particles, B-particles travel much faster and
have a greater range. The penetrating power of B-particles
exceeds that of a-particles and an aluminium barrier is
required to stop them (Figure 2.2). Whereas a-particles
emitted by a particular nucleus usually have the same
energy, the energies of B-particles from a particular nuclide
show a continuous distribution up to a maximum value.
This observation was initially surprising since nuclei have
discrete energy levels, and it led to the postulate that another
particle of variable energy (the antineutrino) was emitted
simultaneously.

v-Radiation has a very short wavelength and very high
energy (see Appendix 4). Its emission often accompanies
the loss of a- or B-particles. This phenomenon arises because
the daughter nuclide (the product of a- or B-particle loss) is
often in an excited state, and energy in the form of y-radia-
tion is emitted as the transition from excited to ground
state occurs. The energies of y-radiations are in the same
range as those of B-particles, but their penetrating power is
far greater; a Pb shield (several centimetres thick) is required
to absorb y-radiation (Figure 2.2).

Nuclear transformations

Equation 2.3 gave an example of a spontaneous nuclear
transformation. Since the loss of a B-particle is accompanied
by a one-unit increase in atomic number and a retention in
mass number, it effectively converts a neutron into a proton.

Since an a-particle is a helium nucleus (i.e. [$He]*™), its
emission lowers the atomic number by two and the mass
number by four. Equation 2.4 illustrates the radioactive
decay of uranium-238 to thorium-234. The loss of the
a-particle is accompanied by emission of y-radiation, but
the latter affects neither the atomic nor mass number. The
a-particle in equation 2.4 is shown as neutral helium gas;
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Fig. 2.3 The decay series from 233U to 235Pb. Only the last
nuclide in the series, 2gng, is stable with respect to further
decay. [Exercise: Three of the nuclides are not labelled. What
are their identities?]

as they are emitted, a-particles readily pick up electrons from
the environment.

33U — Z4Th +3He + v (2.4)
Many nuclear reactions, as opposed to ordinary chemical
reactions, change the identity of (transmute) the starting
element. Steps involving the loss of an a- or B-particle may
be part of a decay series (Figure 2.3). The initial nuclide is
28U and this spontaneously decays with the loss of an
a-particle to %3¢ Th. Once formed, %3¢ Th decays by loss of a
B-particle to %3}Pa, which itself loses a B-particle. The
decay series continues with successive nuclides losing either
an a- or P-particle until ultimately the stable isotope “05Pb
is produced. Not every step in the series takes place at the
same rate.

The kinetics of radioactive decay

Radioactive decay of any nuclide follows first order kinetics.
However, the observed kinetics of the decay may be compli-
cated by the decay of the daughter nuclide. In the discussion
below, we consider only a single decay step.

In a first order process, the rate of the reaction:

A — products

at a particular time, 7, depends upon the concentration of the
reactant A present at time, 7. Radioactive decay processes are
often conveniently considered in terms of the number of
nuclei, N, present and equation 2.5 gives the appropriate
rate equation.

dNv

Rate of decay = — T kN

where ¢ = time and k = first order rate constant.

The integrated form of this rate equation may be written
as in equation 2.6, or in the form of equation 2.7 which
emphasizes that the decay is exponential.

(2.5)

N
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Fig. 2.4 Radioactive decay follows first order kinetics and a
plot of the number of nuclides against time is an exponential
decay curve. The graph shows a decay curve for radon-222,
which has a half-life of 3.82 days.

InN —InNy = —kt (2.6)

where In = log,, N = number of nuclides at time 7 and
Ny = number of nuclides present at t = 0.
N —kt

N e (2.7)
From equation 2.6, it follows that a plot of In NV against ¢ is
linear, and the rate constant k is found from the gradient of
the line (see problem 2.5 at the end of the chapter).

Figure 2.4 shows the first order decay of “32Rn, and the
exponential curve is typical of any radioactive decay process.
A characteristic feature is that the time taken for the number
of nuclides present at time ¢, N,, to decrease to half their

N, . . .. .
number, 7’, is constant. This time period is called the half-

life, 1, of the nuclide.

The half-life of a radioactive nuclide is the time taken for the
number of nuclides present at time ¢, N,, to fall to half of its

N,
lue, =~
value, 5

Worked example 2.2 Radioactive decay

In Figure 2.4, there are initially 0.045 moles of radon-222
present. Estimate a value for the half-life of zﬁéRn.

First determine the time taken for the number of moles of
222Rn to decrease from 0.045 to half this value (0.0225); this
is the first half-life. From the graph, (#1), ~ 3.8 days.

For greater accuracy, you should read off from the graph
at least three half-lives and take an average value.

[The actual value of 7, for 22Rn is 3.82 days.]

Self-study exercises

1. Read off three half-lives from Figure 2.4 and show that each is
3.8 days.

2. If f for 2§(2,Rn is 3.8 days, how long does it take for 0.050 mmol
to decay to 0.0062 mmol? [Ans. 11.4 days]



Table 2.1 The natural radioactive decay series from 23§U to
2Pb (see Figure 2.3); (yr = year; d = day; min = minute;
s = second).

Nuclide Symbol Particle Half-life
emitted
Uranium-238 2u o 4.5%10° yr
Thorium-234 2B4Th i 24.1d
Protactinium-234  %3{Pa B~ 1.18 min
Uranium-234 Biu o 2.48 x 10° yr
Thorium-230 239Th o 8.0 x 10% yr
Radium-226 Ra o 1.62 x 10 yr
Radon-222 2ZRn o 3.82d
Polonium-218 2HPo o 3.05 min
Lead-214 23pPb B~ 26.8 min
Bismuth-214 24Bi i 19.7 min
Polonium-214 2po o 1.6 x 107 s
Lead-210 29Pb i 19.4 yr
Bismuth-210 29Bi i 50d
Polonium-210 290 o 138 d
Lead-206 2Pb none Non-radioactive

3. The half-life of >22Rn is 3.8 days. How many mmol of 232Rn
remain after 15.2 days if the initial quantity is 0.090 mol?
|Ans. 5.6 mmol |

The half-life is related to the rate constant and equation
2.8 is derived from equation 2.6 by substituting values of

N
N="landr=1¢

2 ¥
In <%> —InNy=—-In2= —kt%
2.8
~In2 (28)
Tk

The values of half-lives of naturally occurring radioactive
nuclides vary enormously, e.g. 4.5 x 10°yr for 25U and
1.6 x 10~*s for }4Po. Table 2.1 lists half-life data for
nuclides involved in the decay series in Figure 2.3.

The rate of an ordinary chemical reaction depends on
temperature (the Arrhenius equation relates the rate
constant, k, to the temperature, 7, in kelvin). However,
radioactive decay is temperature-independent.

Units of radioactivity

The SI unit of radioactivity is the becquerel (Bq) and is equal
to one nuclear disintegration per second. The unit is named
after Henri Becquerel, who discovered the phenomenon of
radioactivity in 1896. A non-SI unit also in use is the curie
(Ci), where 1Ci=3.7 x 10" Bq; the curie is named after
Marie Curie, who discovered the elements radium and
polonium.
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2.4 Artificial isotopes

Bombardment of nuclei by high-energy
a-particles and neutrons

The last section described naturally occurring radioactive
processes. Similar transformations occur when nuclei are
bombarded with high-energy neutrons or positively charged
particles; the former are particularly effective since, being
uncharged, they are not subject to electrostatic repulsion
by nuclei. Such nuclear reactions take place with conserva-
tion of atomic number and mass number and provide a
means of generating artificial isotopes. Equation 2.9 shows
the reaction that occurs when an Al foil is bombarded with
a-particles which have been given high energies in a cyclotron
(an accelerating machine). The nuclear transformation may
also be written using the notation 73Al(e,,n)ioP which has
the general form shown in equation 2.10.F

1Al +3He — {9P + (n (2.9)

incoming outgoing
particles ° particles
or quanta or quanta

Initial nuclide final nuclide (2.10)

The product of reaction 2.9 rapidly decays (# = 3.2min)
according to equation 2.11. The loss of a positron from the
nucleus effectively converts a proton into a neutron.
9P — JSi+ Bt (2.11)
High-energy (or ‘fast’) neutrons are produced by the nuclear
fission of 233U and have energies of ~1 MeV (see Section
2.5). The bombardment of sulfur-32 with fast neutrons
(equation 2.12) gives an artificial isotope of phosphorus,
but 2P has a half-life of 14.3 days and decays by B-particle
emission (equation 2.13).

16S+ on — 3P + [H (2.12)
fast
13P — 135S+ B~ (2.13)

Bombardment of nuclei by ‘slow’ neutrons

An important process for the production of artificial radio-
active isotopes is the (n,y) reaction which is brought about
by the bombardment of nuclei with “slow’ or thermal neu-
trons. The neutrons are formed by fission of 233U nuclei
and their kinetic energy is reduced by elastic collisions with
low atomic number nuclei (e.g. '2C or H) during passage
through graphite or deuterium oxide (heavy water). A
thermal neutron has an energy of ~0.05eV. In reaction
2.14, naturally occurring phosphorus-31 (the target nucleus)
is converted into artificial phosphorus-32.

" In nuclear equations, we do not keep track of electrons unless they are
of a nuclear origin.
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Fig. 2.5 A schematic representation of the collision of a thermal neutron with a heavy nuclide leading to fission into two
nuclides of lower mass numbers and the release of (in this case) three neutrons. The fission is accompanied by the release of
large amounts of energy. [Redrawn from P. Fenwick (1990) Reprocessing and the Environment, Hobsons, Cambridge.]

5P+ gn — 3P +y

slow

(2.14)

The production of artificial nuclides has two important con-
sequences:

e the production of artificial isotopes of elements that do
not possess naturally occurring radioisotopes;

e the synthesis of the transuranium elements, nearly all of
which are exclusively man-made.

The transuranium elements (Z > 93) are almost exclusively
all man-made. Other man-made elements include technetium
(Tc), promethium (Pm), astatine (At) and francium (Fr).

Different nuclei show wide variations in their ability to
absorb neutrons, and also in their probabilities of undergoing
other nuclear reactions; such probabilities are often expressed
as the cross-section of a nucleus for a particular nuclear reac-
tion. For example, the nuclides '2C, TH and }H have very low
cross-sections with respect to the capture of thermal neutrons,
but 'YB and '}3Cd possess very high cross-sections.

2.5 Nuclear fission

The fission of uranium-235

From the energy scale in Figure 2.1 it is clear that large
amounts of energy are released upon the fission of very
heavy nuclei. The action of thermal neutrons on %3 U results
in a reaction of the general type shown in equation 2.15
where the fission process is variable; Figure 2.5 shows a
schematic representation of the process. Reaction 2.16 gives
a typical example; once formed, yttrium-95 and iodine-138

decay by B-particle emission with half-lives of 10.3min and
6.5 respectively.

23U + {n — fission products + xjn + energy (2.15)
slow fast
HU +on — 3Y + '8+ 3n (2.16)

A particular reaction path during nuclear fission is called a
reaction channel, and the yields of different nuclei in the fission
of 2S§U indicate that it is more favourable to form two
isotopes lying in the approximate mass ranges 100 to 90 and
134 to 144, than two nuclides with masses <90 and >144,
or >100 and <134. Equation 2.16 illustrates the general
point that the sum of the mass numbers of the two fission pro-
ducts plus the neutrons must equal 236. The average number
of neutrons released per nucleus undergoing fission is 2.5
and the energy liberated (2 x 10'°kJmol ™! of 23 U) is about
two million times that obtained by burning an equal mass
of coal. Since each neutron can initiate another nuclear reac-
tion, a branching chain reaction (Figure 2.6) is possible. If this
involves a quantity of 33U larger than a certain critical mass,
a violent explosion occurs, liberating enormous amounts of
energy. This is the principle behind fission-type nuclear

Fig. 2.6 A representation of a branched chain reaction in
which each step of the reaction produces two neutrons, each
of which can initiate the fission of a 33U nuclide. If left
uncontrolled, such a chain reaction would lead to a violently
explosive situation.



bombs and illustrates that extreme precautions are required
when handling %3U on an industrial scale.

Worked example 2.3 Balancing nuclear equations

Identify the second nuclide formed in the fission reaction:

235

1 103
U +on—

42M0 + ? + 2(1)11

The reaction must proceed with conservation of mass
number and of charge. The mass numbers are denoted by
the superscripts, and the charges by the subscripts (i.e. the
number of protons).

APPLICATIONS
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Let the unknown product be ZE.
Z=92-42=150

A=2354+1-103-2=131

The value of Z identifies the element as Sn (see the periodic
table inside the front cover of the book).

The nuclide is '3}Sn.

Self-study exercises

1. Identify the second nuclide formed in the reaction:

235

»U + (],n — ggKr +?2+ Z(I,n |Ans. lgéBa]

Box 2.1 Electricity from nuclear power

Nuclear power is now used in a number of countries as a
source of electrical power. The fuel in all commercial nuclear
reactors is uranium, but of naturally occurring uranium only
0.7% is 33U, the radionuclide required for the fission
process. Enrichment of the uranium is usually carried out

but, even then, %35U constitutes only a few per cent of the
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Nuclear electric power production in 2000/billion kilowatthours

100

uranium used as the fuel source. Using nuclear power on a
commercial basis is a controversial issue; the public is
made very aware of the problems involved in disposing of
nuclear waste. The chart below shows the world production
of nuclear electric power in 2000.

Pakistan
Armenia .
Netherlands
Slovenia .
Brazil .
Romania .
Argentina
Lithuania
Czech Republic
South Africa
Slovakia
India
China

Bulgaria
Switzerland
Taiwan
Belgium
Sweden |
Spain |
Canada |
United Kingdom |
South Korea |
Russia |
Germany |
Japan
France
us

[Data: Department of Energy, Energy Information Administration, International Energy Annual 2000.]
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2. Identify the second nuclide formed in the reaction:

235 141

SU + on— 1¥Cs + 2+ 2ln [Ans. SRb|

The production of energy by nuclear fission

Nuclear fission can be successfully harnessed for the produc-
tion of nuclear energy (see Box 2.1). This source of energy
does not contribute to atmospheric pollution in the sense
that there are no emissions of the gaseous oxides of carbon,
nitrogen and sulfur associated with fossil fuels. Disadvantages
of nuclear power include the problems of disposing of radio-
active isotopes generated as fission products, and the risks
involved if a nuclear reactor ‘goes critical’.

RESOURCES, ENVIRONMENTAL AND BIOLOGICAL

The production of energy by nuclear fission in a nuclear
reactor must be a controlled process. Neutrons released
from the fission of %3U lose most of their kinetic energy
by passage through a moderator (graphite or D,0). They
then undergo one of two nuclear reactions. The first is
capture by 33U leading to further fission; the second
is capture by 23U (scheme 2.17). Such isotope production
is called breeding.

238

1 239
92U + on —= “53

U-+y
239717 B 2390 B 239 (2.17)
92U — "93Np — “54Pu
The occurrence of a potentially catastrophic branching chain
reaction is prevented by controlling the neutron concentra-

tion in the nuclear reactor by inserting boron-containing

Box 2.2 The disaster at Chernobyl

The name of Chernobyl (near Kiev, Ukraine) became known
throughout the world on 26 April 1986 when reactor number
4 exploded. The power in the nuclear reactor is estimated
to have increased from =200 MW to 3800 MW (MW =
megawatt) in 2.5s, and it took only another 1.5s for the
power to reach 120x its normal value. Energy well in
excess of that required to melt the fuel in the reactor was
generated within a mere 20s. In the ensuing explosion,
the reactor lid weighing ~10° kg was blown off, allowing
radioactive material to escape into the atmosphere, where
prevailing winds carried it to Scandinavia within a couple
of days, and eastwards towards Japan over the following
week. The release of radioactive material was exacerbated
by graphite fires that started in the reactor and continued
to burn for several days. It was about two weeks before the
radiation levels from the reactor had been reduced to less
dangerous levels.

Estimates of the total radiation released from the
Chernobyl disaster vary but it may have been as great as

W A W
S o O
| | |

20
10 +

178 MCi; 1Ci is roughly equal to the activity of 1g of
radium. Thirty-one people died on the night of the explosion
from radiation or burns, and there were 200 known
casualties from radiation sickness. In the longer term,
Chernobyl has left the world with a number of long-lived
radioisotopes distributed in the atmosphere. The main health
risks come from '3I (1, = 8.02 days), '3Cs (1 = 2.06 yr) and
B1Cs (10 = 30.2yr). While the half-life of o is much shorter

than those of 133Cs or 131Cs, it is easily taken up by the thyroid

gland and may cause cancer. Exposure to ‘51 by people and
animals in the few days after the disaster was unavoidable,
and the graph below indicates how incidences of thyroid
cancer in children in the Ukraine increased following the
Chernobyl accident. The final death toll from Chernobyl
remains an unknown statistic; one estimate is ~32 000, while
other estimates are lower. In 1995 the World Health Organiza-
tion (WHO) called for further research into the radiation
effects to be carried out.

(=)
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1987 1988

Number of children aged 0-14
diagnosed with thyroid cancer
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[Data from: I.A. Likhtarev et al. (1995), Nature, vol. 375, p. 365.]

Further reading

C.H. Atwood (1988) Journal of Chemical Education, vol. 65,
p- 1037 — “‘Chernobyl: What happened?’

I.LA. Likhtarev et al. (1995) Nature, vol. 375, p. 365 —
‘Thyroid cancer in the Ukraine’.
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Box 2.3 Radioisotopes in medicine

The uses of radioisotopes in medicine are extremely impor-
tant. Certain elements are readily absorbed by particular
organs in a human body, and this is capitalized upon in the
use of radiotracers (introduced by food or drug intake) to
probe the function of human organs. An advantage of the
technique is that it is non-invasive.

Although the uptake of 3 by the thyroid gland was a
health risk after the Chernobyl disaster (Box 2.2), controlled
uptake has medical applications. If a patient ingests *'I (e.g.
as a solution of "“'I-labelled Nal), the isotope is quickly
absorbed by the thyroid gland and the size and state of the
gland can be detected by monitoring the radioactivity emitted.
For "1, 11 ~ 8 days, and the dose administered soon decays.

Molybdenum 99 (11 = 2.8 days) decays by B-emission to give
the metastable radlolsotope of technetium, ®™Tc (11 = 6.0 h);
9mTe is usually generated in the form of [99mTcO4]_,_produced
by decay of [?MoO,]>~. Complexes of *™Tc (see Section 22.8
and Box 22.7) are used as diagnostic imaging agents in the
brain, heart and kidneys.

In addition to using radioisotopes to examine patients, the
v-radiation emitted may be used in cancer treatment. Cobalt

steel, boron carbide or cadmium control rods. The choice of
material follows from the high cross-section for neutron
capture exhibited by 2B and '}3Cd.

Nuclear reprocessing

Eventually, the %33 U fuel in a nuclear reactor becomes spent,
and, rather than being disposed of, it is reprocessed. This
both recovers uranium and separates 253U from the fission
products. Short-lived radioactive products are initially
allowed to decay while the spent fuel is retained in pond
storage; after this period, the uranium is converted into the
soluble salt [UO,][NOs], (see Box 6.3). In the series of
reactions 2.18-2.21, the nitrate is converted into UF.

570K

[UO,][NOs]; ——=UO; + NO + NO, + O, (2.18)
Hydrated salt

U0, + H, 225+ U0, + H,0 (2.19)

U0, + 4HF — UF, + 2H,0 (2.20)

UF, + F, 22X UF, (2.21)

At this stage, the UF, contains both 33U and %35 U. Applica-
tion of Graham’s law of effusion:
1
vMolecular mass

shows that %33 UF; can be separated from %33 UF; by subject-
ing them to a centrifugal force; molecules of the two iso-
topically labelled compounds move to the outer wall of

Rate of effusion o<

occurs naturally as the non-radioactive isotope YCo (100%
abundance) but can be converted to 0Co: “Coisa -emitter
with n= 5.27 yr:

3Co+n— $Co+7v

$9Co — SNi+p~ +7

Further reading

M.F. Hawthorne (1993) Angewandte Chemie, International
Edition in English, vol. 32, p. 950 — ‘“The role of chemistry
in the development of boron neutron capture therapy’.

R.C. Elder and K. Tepperman (1994) ‘Metal-based drugs &
imaging agents’ in Encyclopedia of Inorganic Chemistry,
ed. R.B. King, Wiley, Chichester, vol. 4, p. 2165.

See also Box 2.6: Magnetic resonance imaging (MRI); Section
12.9: Figures 12.22b and 12.22¢ and accompanying
discussion; Section 22.8: footnote references for radio-
pharmaceuticals.

their container at different rates. The result is the isolation
of 233 U-enriched UFy. After this process, the hexafluoride is
converted back to uranium-235 metal, thereby regenerating
fuel for reuse in the nuclear reactor.

2.6 Syntheses of transuranium elements

The transuranium elements are shown in Table 2.2 and have all
been discovered since 1940. By 1955, the table extended to
mendelevium and, by 1997, to meitnerium (Z = 109). In
mid-2004, the number of elements in the periodic table stood
at 112, although the TUPAC has formally to authenticate
element 112. In 2003 and 2004, the IUPAC approved the
name darmstadtium and roentgenium for elements 110 and
111, respectively. Element 112 is currently known as ununbium
(‘one-one-two’). This method of naming newly discovered
elements is used until actual names have been approved by
the TUPAC. All of these ‘new’ elements have been produced
synthetically (see also Section 24.5) by the bombardment of
particular heavy nuclides with particles such as neutrons (e.g.
equation 2.17) and '2C"" or 80" ions (equations 2.22 and
2.23).

29Bk 4 150 — 18Lr + He + 3{n
Zecm + 180 — TR + 54n

(2.22)
(2.23)

The scale on which these transmutations is carried out is
extremely small, and in some cases has been described as
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Table 2.2 The transuranium elements. The names are those
agreed by the [IUPAC.

Z Name of element Symbol
93 Neptunium Np
94 Plutonium Pu
95 Americium Am
96 Curium Cm
97 Berkelium Bk
98 Californium Cf
99 Einsteinium Es

100 Fermium Fm

101 Mendelevium Md

102 Nobelium No

103 Lawrencium Lr

104 Rutherfordium Rf

105 Dubnium Db

106 Seaborgium Sg

107 Bohrium Bh

108 Hassium Hs

109 Meitnerium Mt

110 Darmstadtium Ds

111 Roentgenium Rg

112 Ununbium Uub

‘atom-at-a-time’ chemistry. The target materials in equations
2.22 and 2.23 are actinoid elements (see Chapter 24), which,
although artificially prepared, have relatively long half-lives
($IBk, f, = 300 days; 28Cm, fy = 3.5 x 10° yr). Studying the
product nuclides is extremely difficult, not only because of
the tiny quantities of materials involved but also because
of their short half-lives (JoLr, fi = 3min; IRS, n= 655).

2.7 The separation of radioactive
isotopes

In forming artificial radioactive isotopes, problems of
isolation are often encountered. For example, a product
may decay quickly with the result that the initial product is
contaminated with the daughter nuclide.

Chemical separation

The methods used to separate a desired isotope depend on
whether or not the starting material and the product are
isotopes of the same element (e.g. equation 2.14). If they are
not, the problem is essentially one of chemical separation of a
small amount of one element from large amounts of one or
more others. Methods of separation include volatilization, elec-
trodeposition, solvent extraction, ion-exchange or precipitation
on a ‘carrier’. For example, in the process $3Zn(n,p)5sCu, the
target (after bombardment with fast neutrons) is dissolved in
dilute HNO; and the Cu is deposited electrolytically. This
method is successful because of the significant difference
between the reduction potentials E°(Cu’"/Cu) = +0.34V
and E°(Zn*" /Zn) = —0.76 V (see Chapter 7).

The Szilard—Chalmers effect

In an (n,y) reaction, the product (unless it decays rapidly) is
an isotope of the target element. Since isotopes of an element
have identical chemical properties, chemical separation
methods cannot be applied. Instead, use is made of the
Szilard—Chalmers effect: if the nuclear reaction is accom-
panied by homolytic bond cleavage (brought about by the
v-radiation emitted in the reaction), radicals of the product
isotope are scavenged and thereby separated from the
target isotope. An example is the formation of '3I from
naturally occurring '2;1. The target isotope is used in the
form of ethyl iodide and is subjected to thermal neutron
bombardment. A significant amount of the '2I formed is
liberated as atomic iodine-128 and these atoms (radicals)
either combine with each other to form '31, or react with
added '%1, in an exchange reaction to give '21'231. Molecu-
lar iodine (present in aqueous solution in the presence of
iodide ion as [I3] ", see Section 16.7) can be separated from
ethyl iodide by reduction with aqueous sodium sulfite
(equation 2.24).

I, + [SO;*” + H,0 — 21" + [SO,)* +2H" (2.24)

For this method to be useful, there must be no rapid
exchange reaction between target and product (equation
2.25) and hence an alkyl halide rather than an alkali metal
halide is chosen for the irradiation.

CoH;5('H1) + ' %= CH5('51) + '#1 (2.25)

2.8 Nuclear fusion

Figure 2.1 showed that the fusion of two nuclei of low mass
liberates immense amounts of energy. An example is the
formation of helium-4 from deuterium and tritium (equation
2.26).

H + 3H —3He+n

Deuterium

(2.26)

Tritium

Compared with fission reactions, nuclear fusion has the
advantage that large quantities of radioactive products are
not formed. However, the activation energies for fusion
reactions are very high and, up to the present time, it has
been possible to overcome the barrier only by supplying
the energy from a fission reaction to drive a fusion reaction.
This is the principle behind the hydrogen or thermonuclear
bomb; tritium is expensive and inconvenient (t% is only
12 yr), but can be prepared from lithium deuteride enriched
in §Li. A fusion explosion generated by compression of a
few kilograms of plutonium brings about reactions such as
2.26-2.29.

H+?H —3H+H (2.27)
H+?H — 3He + \n (2.28)



§Li+¢{n — 3He +iH (2.29)
Fusion reactions are believed to take place in the Sun and
start at temperatures above 107 K; reactions 2.30-2.32 have

been suggested as the chief source of the Sun’s energy.

H+H—H+B" + v, (2.30)
'"H+3H —3He+vy (2.31)
3He + 3He — 3He + 21H (2.32)

2.9 Applications of isotopes

The applications of isotopes, both radioactive and stable,
are now so numerous that the examples in this section are
necessarily selective. Many applications involve the use of
isotopes as ‘tracers’ in which all isotopes of an element
are regarded as being chemically equivalent. Some uses
(such as the observation of the kinetic isotope effect or
shifts in infrared spectroscopic absorptions) depend on the
small, but significant, differences in properties between
isotopes of a given element.

Infrared (IR) spectroscopy

When the hydrogen atom in an X—H bond is exchanged for
deuterium (see Section 9.3), the reduced mass of the pair of
bonded atoms changes and shifts the position of the absorp-
tion in the IR spectrum due to the X—H stretching mode.
Shifts of this kind can be used to confirm assignments in
IR spectra. For example, N—H, O—H and C—H bonds all
absorb around 3000-3600cm ', but if a compound is
shaken with D,O," usually only the OH and NH groups
undergo rapid deuterium exchange reactions (equation
2.33); H attached directly to C exchanges extremely slowly
except in cases where it is acidic (e.g. a terminal alkyne).

R-OH + D,0 = R—OD + HOD (2.33)

By observing which IR spectroscopic bands shift (and by
how much), it is possible to confirm the assignment of an
N—H, O—H or C—H absorption.

Worked example 2.4 The effects of deuteration on
Vo_p in an IR spectrum

An absorption at 3650 em ' in the IR spectrum of a compound
X has been assigned to an O—H stretching mode. To what

t Up until this point in this chapter, we have used the full notation
for isotopes, e.g. 1H, but for the most part in this book, we shall
adopt the less rigorous, but nonetheless unambiguous, notation showing
only the mass number, e.g. “H. In addition, we introduce the label D for
deuterium.
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wavenumber is this band expected to shift upon deuteration?
What assumption have you made in the calculation?

The O—H vibrational wavenumber, v, is related to the
reduced mass (1) by the equation:

1

Ho-H

IjO—H o

where the reduced mass is given by the equation:

11 1
Beoomyp oy
in which m; and m, are the masses of the O and H atoms
in kg.

For the comparison of the O—H and O—D vibrational
wavenumbers, we can write:

Vo-p _ [Mo-H
Vo-H HO-D

and since we are now dealing with a ratio, it is not necessary
to convert the atomic masses to kg. The relative atomic
masses of O, H and D are, approximately, 16, 1 and 2,
respectively. The reduced masses of O—H and O—D bonds
are found as follows:

1 1 1 1
b= 4 1=1.0625 oy = 0.9412
Bo-u My my 16
1 1 1 1 1
b= 4205625 o= 17778

pop m my 16 2

The vibrational wavenumber of the O—D bond is therefore:

0.9412 »

Ho-H _ 3650
HO-D

Vo-p = Yo-n X

The calculation makes the assumption that the force
constants of O—H and O—D bonds are the same. The full
equation relating v to p is:

_ 1 |k
v=—y/|—
2me \|
where c¢ is the speed of light in a vacuum, and k is the force
constant of the bond.

Self-study exercises

1. An absorption at 3337 cm™! in the vibrational spectrum of NH;
shifts to xem™! in NDj3. Determine x. |Ans. 2437 em! 1

2. An absorption at 3161 em inan IR spectrum is assigned to a
C—H stretching mode. At what wavenumber will this band
appear upon deuteration? [Ans. 2320cm ™! |

3. An absorption in the IR spectrum of a compound containing an
X-H bond shifts from 3657 to 2661 cm™" upon deuteration.
Show that X is likely to be O rather than C. What assumption
have you made in the calculation?
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Spectroscopic studies of isotopically substituted molecules
do not always involve special synthetic chemistry. For many
elements, natural isotopic abundances ensure that ordinary
compounds contain several species. For example, in
GeH;Cl, naturally occurring isotopes of Cl (**Cl and *’CI)
and Ge ("°Ge, "*Ge, ™Ge and "°Ge) are all present in pro-
portions sufficient to give rise to observable pure rotational
spectra of °GeH;*Cl, "GeH;*’Cl etc. Where special
syntheses are required, they must be designed so as to
make the best possible use of the isotope to be incorporated,
e.g. deuterated ammonia, ND3, would not be prepared by
exchange between NH; and D,O, since a large proportion
of the deuterium would be wasted by conversion to HOD.
A better method is the reaction between D,O and Mgz N,.

Kinetic isotope effects

Isotopic labelling may be used to probe the mechanism of a
reaction. Consider the case where the rate-determining step
of a reaction involves breaking a particular C—H bond.
Labelling the compound with deuterium (not always a trivial
matter experimentally!) at that site will mean that a C—D
rather than a C—H bond is broken. The bond dissociation
energy of a C—D bond is higher than that of a C—H bond
because the zero point energy is lowered when the reduced
mass, i, of a bond is increased, i.e. u(C—D) > pu(C—H)
(Figure 2.7). Since it requires more energy to break a C—D
than a C—H bond, the rate-determining step should proceed
more slowly for the deuterated compound. This observation
is known as the kinetic isotope effect and is quantified by
comparing the rate constants, ki and kp, for the reactions
involving the non-deuterated and deuterated compounds
respectively. If the value of the ratio ky:kp > 1, then a
kinetic isotope effect has been observed.

Energy potential

D(C-H)
D(C-D)

Zero point energy for C—H

Y,
\d‘i Zero point energy for C-D

Internuclear distance

Fig. 2.7 The zero point energy (corresponding to the lowest
vibrational state) of a C—D bond is lower than that of a C—H
bond and this results in the bond dissociation enthalpy, D, of
the C—D bond being greater than that of the C—H bond.

The zero point energy of a molecule corresponds to the energy
of its lowest vibrational level (vibrational ground state).

Radiocarbon dating

Radiocarbon dating is a technique used widely by archaeol-
ogists to date articles composed of organic material (e.g.
wood), and the importance of the method was recognized
in 1960 by the award of the Nobel Prize in Chemistry to its
developer, W.F. Libby. The method relies on the fact that
one isotope of carbon, '¢C, is radioactive (t% = 5730yr) and
decays according to equation 2.34.

BCe—-UN+pB (2.34)

In a living plant, the ratio of '¢C:'2C is constant. Although
carbon-14 decays, it is re-formed at the same rate by
collisions between high-energy neutrons and atmospheric
nitrogen-14 (equation 2.35).

UN+in—"%C+1H (2.35)

The process of photosynthesis in living plants ensures that
the uptake of carbon-14 (and carbon-12 and carbon-13) in
the form of CO, is continuous. Once a plant dies, no further
14C enters the system and the carbon-14 present decays, with
the result that the '¢C:'2C ratio gradually changes with time.
Provided that we assume that the '¢C:'2C ratio in living
species has not altered over an archaeological timescale,
then it is possible to date an artifact by measuring the
YC:12C ratio. Unfortunately, this ratio has altered, but
corrections may be made by using information gained from
extremely old, but still living, trees such as the American
bristlecone pine which grows in the mountains of eastern
California.’

Worked example 2.5 Radiocarbon dating

The B-activity of 1g of carbon from the wood of a recently
felled tree is 0.26 Bq. If the activity of 1g of carbon isolated
from the wood of an Egyptian mummy case is 0.16 Bq under
the same conditions, estimate the age of the mummy case.
(**C: 1, = 5730yr.)

First, use the half-life to determine the rate constant for
the decay of '*C. From equation 2.8:

In2 In2 4 1
=—=——=1210x10"yr
i 5730 Y

The integrated rate equation (equation 2.6) for radioactive
decay is:

InN —InNy = —kt

or

¥ For further details, see: I. Robertson and J. Waterhouse (1998) Chem-
istry in Britain, vol. 34, January issue, p. 27 — ‘“Trees of knowledge’.



In <£> = —kt
Ny

in which N is the activity at time ¢ and N, is the activity at
t = 0. The activity of the recently felled tree corresponds to
¢ = 0. It is not necessary to convert the units of k to s™' (to
be consistent with Bq) because units of Bq cancel in the

ratio ofﬁ
NO'
.1
In <%) =—1210x10"* x ¢
t=4010yr

Self-study exercises

1. The B-activity of 0.9 g of C from the wood of a present-day tree
is 0.25 Bq. If the activity of 0.9 g of carbon isolated from the
wood of an ancient artifact is 0.19 Bq under the same condi-
tions, estimate the age of the artifact.

[Ans. 2268 yr |

2. The B-activity of 1 g of C from recently felled timber is 0.26 Bq.
An ancient artifact is thought to be 3500 years old. What -
activity from a 1g sample would confirm this age?

[Ans. 0.17 Bq|

Analytical applications

The use of radioisotopes in analysis (see also Section 16.3)
includes determinations of solubilities of sparingly soluble
salts and vapour pressures of rather involatile substances,
and investigations of solid solution formation and adsorp-
tion of precipitates.

As an example, we consider the measurement of the solu-
bility of strontium sulfate which, at 298 K, is 0.11 gdm .
Naturally occurring strontium contains four isotopes, none
of which is radioactive. The radioisotope *°Sr (6, = 28.1yr)
is produced from the fission of **U and is commercially
available. A uniform mixture of *’SrSO, and the inactive
salt SrSOy is prepared and the radioactivity of the combined
sample is measured; this gives a standard value for the
activity per gram of sample. A saturated aqueous solution
is then prepared using the same uniform mixture, and is
evaporated to dryness. The activity of the residue is meas-
ured and the amount of solid material can be accurately
determined using this and the standard data. This method
is called isotope dilution analysis (see problem 2.16).

2.10 Sources of 2H and 3C

In the laboratory, >H (D) and *C are commonly encountered
even though both occur naturally only in low abundance
(0.015 and 1.1% respectively).
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Deuterium: electrolytic separation of
isotopes

Solvents for nuclear magnetic resonance (NMR) spectros-
copy, enriched in deuterium to an extent of >99%, are
commercially available. The separation of deuterium from
naturally occurring hydrogen is achieved electrolytically with
the isotope in the form of D,O. When an aqueous solution
of NaOH (natural isotopic abundances) is electrolysed (equa-
tion 2.36) using an Ni electrode, the separation factor defined
in equation 2.37 is ~6. The choice of electrode is critical to the
optimization of this value.

At the anode:
At the cathode:

2H,0 = O, + 4H" +4de
2 SRS SO Y 1
4H,0 + de~ = 2H, + 4[OH]

( ] ) as
g
< > S
E solution

The electrolysis is continued until ~90% of the liquid has
been converted into O, and H,; most of the residual
liquid is then neutralized with CO,, and the water distilled
and added to the remaining electrolyte. This process is
repeated to give <99.9% D,0O. In the later stages of the
separation, the gas evolved at the cathode is burned to
yield partially enriched deuterium oxide that can be
electrolysed further. Cheap electrical power is, of course,
essential for the economic concentration of D,O by this
method.

Separation factor = (2.37)

Carbon-13: chemical enrichment

Carbon-13 enriched compounds such as Bco, HBCN,
[*CN]~ or *CO, are prepared by various methods and we
focus upon methods involving chemical equilibria in which
the label is transferred from one species to another.

HCN(g) + [*CN] ™ (aq) = H"CN(g) + [*CN] (aq)
(2.38)

For the isotope exchange reaction 2.38, the equilibrium
constant, K, is 1.026 (298 K). The fact that K is not unity
arises from a small difference in the standard Gibbs
energy between reactants and products, which follows
from differences in zero point energies (Figure 2.7). For
equilibrium 2.38, products are favoured (albeit slightly)
over reactants. As the system involves two phases, it is
particularly suitable for isotopic enrichment, with the *C
label moving from one phase to the other, and can readily
be made the basis of a multi-stage process. Equilibrium
2.39 shows a further example, although here, a catalyst is
required.

PCO,(g) + [H"CO5] " (aq) = *CO,(g) + [HCO;] (aq)
K=1.012  (2.39)
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CHEMICAL AND THEORETICAL BACKGROUND

NMR active nuclei and isotope abundance

Many nuclei possess a property described as spin. The nuclear
spin (nuclear angular momentum) is quantized and is
described by the spin quantum number I which can have
values of 0, 4, 1, 3, 2, 3 etc. If the value of / for a nucleus is
zero, the nucleus is NMR inactive, e.g. 2C. For both 'H and
13C, I = % and these nuclei are NMR active. In this book, we
encounter other NMR active nuclei with different (non-zero)
values of 1. In the absence of an applied magnetic field, the
different nuclear spin states of a nucleus are degenerate. How-
ever, when a magnetic field is applied, they are split (become
non-degenerate) and this allows nuclear spin transitions to
occur when radiofrequency (RF) radiation is absorbed.
When a '"H NMR spectrum of a hydrogen-containing
compound is recorded, virtually all the H atoms in the
sample contribute to the observed spectrum; in a naturally
occurring hydrogen sample, the abundance of 'H is
99.985%. The fact that only 1% of naturally occurring
carbon is *C means that if a *C NMR spectrum of a
carbon-containing compound is recorded, only 1% of the
carbon atoms present are observed. This has important rami-
fications in regard of 'H-1¢C coupling as we see below.

Resonance frequencies and chemical shifts

A particular nucleus (e.g. 'H, 13C, 31P) absorbs characteristic
radiofrequencies, i.e. it resonates at a characteristic fre-
quency. If an NMR spectrometer is tuned to a particular
resonance frequency, only a selected NMR active nucleus is
observed. For example, only 'H nuclei are observed if a
400 MHz spectrometer is tuned to 400 MHz, but if the
same spectrometer is retuned to 162 MHz, only *'P nuclei
are observed. This is analogous to tuning a radio and receiv-
ing only one station at a time.

In a "H NMR experiment, protons in different chemical
environments resonate at different frequencies. The same is
true of, for example, non-equivalent *C nuclei in a *C
NMR experiment, or non-equivalent YF nuclei in a F
NMR spectroscopic experiment, and so on. Each signal in
an NMR spectrum is denoted by a chemical shift value, 6, a
value that is given relative to the signal observed for a speci-
fied reference compound (see below). The ¢ value is given by
the equation:

(v—1p) x 10°  Avx 10°
Y - )

o=

where Av is the frequency difference, in Hz, between the
signal of interest and some defined reference frequency ().
The multiplier of 10° is included so that values of § are of
convenient magnitudes. The chemical shift refers to a fre-
quency difference in parts per million (ppm) and chemical
shifts may be reported as ppm or 6 values, this being the
same numerical value for a given signal.

The standard reference (for which ¢ is defined as 0) for
both 'H and *C NMR spectroscopies is tetramethylsilane,

Box 2.4 NMR spectroscopy: a factual résumé

SiMe, (TMS); see also Table 2.3. When the NMR spectrum
of a compound is recorded, signals due to particular nuclei
are said to be shifted with respect to the standard reference
signal. A shift to positive § is ‘shifted to higher frequency’
and a shift to negative ¢ is ‘shifted to lower frequency’.
Older terminology which may still be encountered relates a
positive 6 value to a ‘downfield shift’ and a negative 6 value
to an ‘upfield shift’.

Solvents for solution studies

Samples for solution NMR spectroscopy are generally
prepared using deuterated solvents. One reason for this is
that, were non-deuterated solvents to be used (e.g. CH;Cl
in place of CD5Cl) for a 'H NMR spectroscopic experiment,
the signals due to the solvent would ‘swamp’ those due to the
sample. Deuterated solvents are commercially available,
typically with >99.5% ’H label incorporated. The remaining
unlabelled compound provides a useful internal reference
signal in the 'H NMR spectrum of the sample under study.

Integration of signals and signal broadening

Under normal conditions of measuring 'H NMR spectra, the
ratio of the peak areas (integrals) of the signals in the
spectrum is proportional to the number of nuclei giving
rise to the signals. For example, in a 'H NMR spectrum of
HC=CCHj;, two signals with relative integrals 1:3 are
observed. However, the integration of signals must be treated
with caution since the peak integral is dependent upon the
relaxation time of the nucleus in question, i.e. the time
taken for the nucleus to relax from an excited to ground
state during the NMR spectroscopic experiment. (Further
details of this phenomenon may be found in references
cited at the end of this chapter.) One particular problem is
the relative integrals of signals in a *C NMR spectrum.

In some cases, signals may be broadened and this can affect
the measurement of the relative integrals of signals. For exam-
ple, signals arising from protons attached to N are broadened
due to quadrupolar relaxation by 4N (I = 1). Exchange with
solvent protons also causes broadening, e.g.:

CH,;CH,OH + HOH = CH;CH,O! + HOH

Homonuclear spin-spin coupling: 'H-"H

A 'H nucleus (I :%) may be in one of two spin states
(m; =414, m; = —1) and the energy difference between the
spin states depends on the applied magnetic field of the
NMR spectrometer. Consider a system in which there are
two magnetically non-equivalent 'H nuclei, Hy and Hg.
There are two possible situations:

e The local magnetic field generated by the spin of H, is not
detected by Hg; the '"H NMR spectrum consists of two
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resonances, each a singlet because there is no coupling
between the two 'H nuclei.

e H, is affected by the magnetic fields associated with Hg;
the '"H NMR signal for Hy is split into two equal lines
depending on which of the two spin states of Hg (equal
probabilities) it ‘sees’. Similarly, the signal for Hy is com-
posed of two equal lines. Protons H, and Hg couple with
each other and the spectrum consists of two doublets.

The separation between the two lines in each of the doublets
described above must be equal, and this splitting is called
the coupling constant, J, and is measured in hertz (Hz). In
general, coupling to one proton gives a doublet, to two
equivalent protons gives a triplet, to three equivalent protons
gives a quartet, and so on. The relative intensities of the lines
in the multiplet are given by a binomial distribution, readily
determined using a Pascal’s triangle:

1 — singlet
1 1 — doublet
1 2 1 — triplet
1 3 3 1 < quartet
1 4 6 4 1 < quintet

Self-study exercise

The 100 MHz 'H spectrum of butanone is shown below, and
consists of a quartet, a singlet and a triplet. The coupling

Hy

O
H,C

o —0O

JHH

constants J for the triplet and quartet are equal. Account
for the observed spectrum.

Heteronuclear spin-spin coupling: *C-"H

Each of the nuclei 'H and *C has a magnetic spin quan-
1

tum number / = 3, and when 3C and "H nuclei are in
close proximity, they can couple. However, in molecules
containing a natural isotopic distribution of carbon
atoms, only 1% are *C nuclei. From a statistical consid-
eration, it follows that in a 'H NMR spectrum of, for
example, acetone, *C-'H coupling is nor observed,
although it is observed in the '*C NMR spectrum of the
same sample. The *C NMR spectrum of acetone exhibits
a singlet due to the C=0 carbon atom, and a quartet due

to the two equivalent methyl *C nuclei.

Self-study exercise

Why do you not observe *C—"*C coupling in the *C NMR
spectrum of acteone?

2.11 Multinuclear NMR spectroscopy in
inorganic chemistry

In this section, we introduce the applications of NMR
spectroscopy to inorganic systems, not only to determine
the numbers and environments of particular nuclei, but
also to investigate (usually in solution) the dynamic

behaviour of molecular species. A detailed description of
the technique of NMR spectroscopy is beyond the scope of
this book, but appropriate references are listed at the end
of the chapter. In the discussion that follows, we assume
that readers are already familiar with the concepts of 'H
and *C NMR spectroscopies, including homonuclear
"H—"H and heteronuclear *C—'H spin-spin coupling. A
factual summary is given in Box 2.4.
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Which nuclei are suitable for NMR
spectroscopic studies?

A wide range of nuclei may be observed by NMR spectro-
scopy, but the inherent properties of some nuclei (e.g. a
large quadrupole moment) may make their observation
difficult. The main criterion is that the nucleus possesses
a value of the nuclear spin quantum number / 2% (Table
2.3). Secondly, it is advantageous (but not essential) for
the nucleus to occur in significant abundance. Carbon-13
is an example of a low abundant isotope which is, never-
theless, extensively used for NMR spectroscopy; isotopic
enrichment may be used to improve signal:noise ratios.
A third requirement is that the nucleus possesses a rela-
tively short spin-relaxation time (1y); this property depends
not only on the nucleus itself but also on its molecular
environment. Some elements exhibit more than one
NMR active nucleus and the choice for experimental
observation may depend upon the relative inherent values
of 7. For example, °Li and "Li are NMR active, but
whereas 7, values for 'Li are typically <3, those for °Li
lie in the range ~10-80s; 'Li is thus more appropriate

for NMR spectroscopic observation and this choice is
also favoured by the fact that 'Li is more abundant
(92.5%) than °Li. Another nuclear property that may mili-
tate against easy observation is the quadrupole moment
arising from a non-spherical charge distribution of the
nucleus and which is associated with values of [ >%.
Although the possession of a quadrupole moment leads
to short values of 7y, it generally causes the signals in
the NMR spectrum to be broad (e.g. ''B). Signal broaden-
ing is also seen in the spectra of nuclei artached to nuclei
with quadrupole moments, e.g. the '"H NMR spectrum of
protons attached to !'B.

Chemical shift ranges

The range of chemical shifts over which NMR spectroscopic
signals appear is dependent on the nucleus. The most
commonly observed nucleus is 'H and, in organic com-
pounds, a spectral window from 6+ 15 to 0 usually
encompasses most signals. In inorganic compounds, the
window may have to be widened if, for example, 'H
nuclei attached to metal centres are to be observed, or if

Table 2.3  Properties of selected NMR active nuclei. A complete list is available from WebElements on the World Wide Web at:

http://www.webelements.com/

Nucleus Natural abundance |/ % 1 Frequency of observation /| MHz Chemical shift reference
(referred to 'H at 100 MHz)* (6=0)

'"H >99.9 ! 100 SiMe,

’H 0.015 1 15.35 SiMe,

Li 92.5 3 38.9 LiCl (1M in H,0)

] 80.1 3 32.1 F,B-OEt,

Bc 1.1 ! 25.1 SiMe,

170 0.04 3 13.5 H,0

YF 100 1 94.0 CFCl,

BNa 100 3 26.45 NaCl (I M in H,0)

7TAl 100 3 26.1 [AI(H,0)¢**

»s; 4.7 ! 19.9 SiMe,

3tp 100 ! 40.5 H;PO, (85%, aq)

Se 7.6 ! 19.1 SeMe,

13 Rh 100 ! 3.2 Rh (metal)

17gn 7.7 ! 35.6 SnMey

S0 8.6 ! 37.3 SnMe,

¥ Xe 264 ! 27.7 XeOF,

183w 143 ! 42 Na, WO, (in D,0)

195py 33.8 ! 21.5 Na,[PtClg]

Hg 16.8 ! 17.9 HgMe,

‘The operating frequency of an instrument is defined by the field of the magnet and is designated by the frequency at which the 'H nuclei of SiMe,

resonate.

“It is important to quote the reference when reporting NMR spectra since alternative references may be used.
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Box 2.5 Paramagnetically shifted "H NMR spectra

The presence of a paramagnetic centre (i.e. a centre with
one or more unpaired electrons) in a compound has
significant consequences on the 'H NMR spectrum of
the compound. Firstly, the local magnetic field at each
"H nucleus is affected. The energy difference between
nuclear spin states — a consequence of applying an
external magnetic field in an NMR experiment — arises
from the interaction of the magnetic fields of the spinning
nuclei with the applied field. However, the local field
experienced by the nuclei is not the same as the applied
field because electron pairs in the vicinity of the 'H
nucleus generate small local magnetic fields. The local
magnetic field is the sum of the applied and all the smaller
fields. The latter depend on the chemical environment of
the 'H nucleus. Typically, the differences in local
magnetic fields for protons in different environments are
small and, as a consequence, the chemical shift range
over which the "H NMR signals occur is not large. In a
paramagnetic compound, there is an additional factor: a
large, local magnetic field arising from the unpaired

B e

100 50 0

[Barbara Brisig is acknowledged for recording the
spectrum shown above.]

signals are paramagnetically shifted (see Box 2.5). The
chemical shift range for *C NMR spectra is typically
6+ 250 to —50, for 3'p NMR spectra, ¢ + 300 to —300,
and for 7’Se NMR spectra a6 + 2000 to —1000. Figure
2.8 illustrates the change in chemical shift for the
3IP nucleus on going from triphenylphosphine to the cor-
responding oxide. Such a shift to higher frequency is
typical when a tertiary phosphine (R3P) is oxidized, and
also tends to occur when a phosphine ligand coordinates
to a d-block metal centre.

electron or electrons on the paramagnetic centre. This
contributes to the energy difference between nuclear
spin states, and as a consequence, the chemical shift
range for the "H NMR signals is much larger than in a
diamagnetic compound. The second effect that is
observed in 'H NMR spectra of paramagnetic com-
pounds is a broadening of the signals. This effect has its
origins in a significant shortening of the excited state
lifetime, i.e. the relaxation time (see Box 2.4) is very
short. In some cases, the broadening is so great that no
well-resolved signals are observed.

An example of a paramagnetic centre is a Co>" ion
which, in an octahedral complex, has one or three
unpaired electrons (see Chapter 20). The figure below
shows the 'H NMR spectrum of the Co*" complex
[Co(phen);]*" (phen = 1,10-phenanthroline), the struc-
ture of which is shown below. There are four different
aromatic proton environments in the complex, and the
chemical shifts of the signals assigned to these 'H nuclei
fall in the range 6+ 110 to +15.

2+

[Co(phen);]

Further reading

I. Bertini and C. Luchinat (1996) Coordination Chemistry
Reviews, vol. 150 — ‘NMR of paramagnetic substances.’

Spin—spin coupling

The number and spins of the attached nuclei determine the
multiplicity (number of lines) and pattern of the NMR
spectroscopic signal of the observed nucleus. The coupling
constant between nuclei X and Y is denoted as Jxy and is
measured in Hz.

In general the multiplicity of an NMR spectroscopic signal
can be determined using equation 2.40 where the nucleus
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Fig. 2.8 The 162 MHz 3'P NMR spectra of PPhy and O=PPh;. A shift to more positive § (higher frequency) generally
accompanies the oxidation of a tertiary phosphine and recording the *'P NMR spectrum of a phosphine before use in the
laboratory is an easy way of checking the purity of phosphines which are readily oxidized in air.

being observed is coupling (see Box 2.4) to n equivalent
nuclei with quantum number /.

Multiplicity (number of lines) = 2nl + 1 (2.40)

Case study 1: *'P NMR spectrum of [PFg]™
The *'P NMR spectrum of a salt containing the octa-
hedral [PF¢]™ ion exhibits a binomial septet (Figure 2.9)

F
F””I//]|Z>\\\‘\\F
F | vy

F

ey

consistent with six equivalent "F nuclei (1 :%) attached
to the central *'P centre. The large value of Jpr 708 Hz
is typical of *P-'"F coupling constants for directly
attached nuclei; the magnitudes of coupling constants
usually diminish with nuclear separation, but a con-
sequence of large values for directly attached nuclei
is that long range couplings may be observed (see Case
study 2).

pr =708 Hz

-125.0

-150.0 1

Fig. 2.9 The 162 MHz *'P NMR spectrum of a salt of [PF¢]~ consists of a binomial septet. The value of Jpr can be measured

between any pair of adjacent lines in the signal.
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Fig. 2.10 The 128 MHz "B NMR spectrum of a solution of NaBH, in CD;C(O)CD;. The value of Jgy; can be measured

between any pair of adjacent lines in the signal.

Case study 2: 3'P NMR spectrum of
Ph,PCH, CH,P(Ph)CH,CH,PPh,

Ph

|
Ph\ aA/P\/\ a/Ph
T b T

Ph Ph
2.1

Structure 2.1 shows that Ph,PCH,CH,P(Ph)CH,CH,PPh,
contains two phosphorus environments, labelled a and b;
the 'P NMR spectrum exhibits two signals with an integral
ratio of 1:2. For directly attached inequivalent phosphorus
atoms, values of Jpp are typically 450-600 Hz; in compound
2.1, long range coupling between non-equivalent 3P nuclei is
observed. The signals due to atoms P, and P, are a triplet
and doublet respectively; values of Jpp (29 Hz) measured
from the two signals are necessarily equal. Additionally,
coupling between the *'P and closest 'H nuclei may be
observed. Two types of heteronuclear NMR spectra are
routinely recorded: one in which coupling to protons is
observed and one in which protons are instrumentally
decoupled from the observed nucleus.

The notation *'P{'H} means proton-decoupled *'P;
corresponding notations are used for other
proton-decoupling.

Case study 3: '"B NMR spectrum of [BH,]"

The ''B NMR spectrum of Na[BH,] is shown in Figure 2.10.
The 1:4:6:4:1 pattern of signal integrals corresponds to the
binomial quintet expected for four equivalent 'H nuclei

coupling to ''B. Although 7 =3 for "B, it is the 7 =1 of

the attached protons that determines the nature of the
signal in the "B NMR spectrum of [BH,4] .

Case study 4: *'P{"H} NMR spectrum of PhMe,P-BH+

Figure 2.11 shows the structure of the adduct PhMe,P-BH;
and its *'"P{'"H} NMR spectrum. The signal is a four-line
multiplet (but not a binomial quartet) and arises primarily
from coupling between *'P and ''B nuclei. For ''B, I = 3
this means there are four spin states with values +3, +1,
—Land — 3. There is an equal probability that the *'P nucleus
will “see’ the ''B nucleus in each of the four spin states, and

Ph H Jgp = 58Hz
\ / BP

[ ]

Memnip—=RBuinH

Me H

4.5 3.5 0

Fig. 2.11 The 162 MHz *'P{'H} NMR spectrum of the
adduct PhMe,P-BHj;. The four-line pattern is not a binomial
quartet but an approximate 1:1:1:1 multiplet.
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this gives rise to the *'P signal being split into four equal
intensity lines: a 1:1:1:1 multiplet. The observed signal is
complicated by the fact that the ''B has an 80% abundance
and the second isotope, 108 is also NMR active I=3).1t
too couples to the *'P nucleus, giving a seven-line multiplet
(I:1:1:1:1:1:1), but the value of Jupwy is smaller than
Jaipng. The result is two overlapping signals, but the domi-
nant feature is the 1:1:1:1 multiplet, the signal shape of
which is affected by both the underlying seven-line multiplet
and relaxation effects.

Case study 5: '°F NMR spectrum of [XeFs]~

The planar [XeFs]  ion contains five equivalent F atoms
(see worked example 1.14). Both the '’F and '*Xe nuclei
are NMR active: 1()F, 1= %, 100% abundance; 129Xe,
I =1 264%. The "F NMR spectrum of [XeFs] is
shown in Figure 2.12. The equivalence of the '"F nuclei
gives rise to one signal; 26.4% of the F centres are attached
to 12()Xe, while the remainder are bonded to other Xe nuclei.
The spectrum can be interpreted in terms of a singlet (the
central line) due to 73.6% of the ""F nuclei plus an over-
lapping doublet due to the 26.4% of the '’F nuclei that
couple to '"?Xe. The centre of the doublet coincides with
the position of the singlet because all the '°F nuclei resonate
at the same frequency. The two side peaks in Figure 2.12 are
called satellite peaks.

Stereochemically non-rigid species

The NMR spectroscopic examples discussed so far have
assumed that, with the exception of free rotation about
single bonds, the molecule or ion is static in solution. For
the majority of organic and inorganic species, this assump-
tion is valid, but the possibility of stereochemical non-rigidity

(fluxionality) on the NMR spectroscopic timescale must be
considered. Five-coordinate species such as Fe(CO)s, 2.2,
PFs, 2.3, and BrFs, 2.4, constitute one group of compounds
for which the activation barrier for dynamic behaviour in
solution is relatively low, and exchange of substituents is
facile.

co F
‘ F
. CO WF
oc—Fe'" F—py" Firn, g F
\ \ Br
‘ co ‘ F F/ N,
co F
2.2) 2.3) (2.4)

The inclusion of the qualifier ‘on the NMR spectroscopic
timescale’ is important. The timescale of the NMR spectro-
scopic technique (10" to 107" s, depending on the observed
nucleus) is relatively long, and is significantly longer than
that of IR spectroscopy; Fe(CO)s appears static on the IR
spectroscopic timescale, but dynamic within the timescale
of a *C NMR spectroscopic experiment. Lowering the tem-
perature slows down the dynamic behaviour, and may make
it slower than the spectroscopic timescale. However, some
fluxional processes have very low energy barriers; even at
103K, the axial and equatorial CO groups in Fe(CO)s
exchange positions and the *C NMR spectrum consists of
one signal corresponding to the average '*C environment.
On the other hand, the room temperature solution '"F
NMR spectrum of BrFs exhibits a doublet and a binomial
quintet (due to F-"°F coupling) with relative integrals of
4:1, and this is consistent with structure 2.4. Above 450K,
one signal is observed, indicating that the five F atoms are
equivalent on the NMR timescale, i.e. the BrF5 molecule is

Jxep = 3400 Hz

40.0

35.0 o

Fig. 2.12 The 376 MHz F NMR spectrum of [XeFs] ™, simulated using literature parameters. The isotopic abundance of 12Xe
is 26.4%:; the centre of the doublet coincides with the position of the singlet. (K.O. Christe ez al. (1991) J. Am. Chem. Soc.,

vol. 113, p. 3351.)
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Trigonal bipyramid
(Atoms 2 and 3 are
in axial sites.)

Square-based pyramid

Trigonal bipyramid
(Atoms 4 and 5 are
in axial sites.)

Fig. 2.13 Berry pseudo-rotation interconverts one trigonal bipyramidal structure into another via a square-based pyramidal
intermediate. The numbering scheme illustrates that axial and equatorial sites in the trigonal bipyramid are interchanged.

fluxional. On going from the low to high temperature limit,
the two signals coalesce to give a single resonance.

The usual dynamic process in which 5-coordinate species
are involved in solution is Berry pseudo-rotation.” Although
ligand-ligand repulsions are minimized in a trigonal bi-
pyramidal arrangement, only a small amount of energy is
needed to convert it into a square-based pyramid. The
interconversion involves small perturbations of the bond
angles subtended at the central atom, and continued repeti-
tion of the process results in each substituent ‘visiting’ both
equatorial and axial sites in the trigonal bipyramidal struc-
ture (Figure 2.13).

Exchange processes in solution

A number of hydrated cations in aqueous solution undergo
exchange with the solvent at rates slow enough to be
observed on the NMR spectroscopic timescale by using
170 isotopic labelling; '"O has I = %, while both '*O and
80 are NMR inactive. Different chemical shifts are observed
for the 7O nuclei in bulk and coordinated water, and from
the signal intensity ratios, hydration numbers can be
obtained. For example, A" has been shown to be present
as [AI(H,0)¢**.

Reactions such as that in equation 2.41 are known as
redistribution reactions.

PCl; + P(OEt); = PCl,(OEt) + PCI(OEt), (2.41)

A redistribution reaction is one in which substituents
exchange between species but the types and numbers of each
type of bond remain the same.

The position of equilibrium can be followed by using *'P
NMR spectroscopy, since each of the four species has a

T A discussion that goes beyond Berry pseudo-rotation and considers the
‘lever mechanism’ in SF, (based on a trigonal bipyramidal structure with
an equatorial site occupied by a lone pair of electrons) and related
species is: M. Mauksch and P. von R. Schleyer (2001) Inorganic Chem-
istry, vol. 40, p. 1756.

characteristic chemical shift. Rate data are obtained by
following the variation in relative signal integrals with
time, and equilibrium constants (and hence values of AG°
since AG° = —RTInK) can be found from the relative
signal integrals when no further change takes place (i.e.
equilibrium has been established); by determining AG® at
different temperatures, values of AH° and AS® can be
found using equations 2.42 and 2.43.

AG° = AH® — TAS® (2.42)
dlnkK AH°
T T RP 24

Values of AH® for these types of reactions are almost zero,
the redistribution of the groups being driven by an increase
in the entropy of the system.

2.12 Mossbauer spectroscopy in
inorganic chemistry

Méssbauer spectroscopy is by no means as widely used as
NMR spectroscopy, and its brief coverage here reflects this.

The technique of Mdéssbauer spectroscopy

The Mossbauer effect is the emission and resonant absorp-
tion of nuclear y-rays studied under conditions such that
the nuclei have negligible recoil velocities when vy-rays
are emitted or absorbed. This is only achieved by working
with solid samples in which the nuclei are held rigidly in
a crystal lattice. The energy, and thus the frequency of
the vy-radiation involved, corresponds to the transition
between the ground state and the short-lived excited state
of the nuclide concerned. Table 2.4 lists properties of
several nuclei which can be observed using Mdssbauer
spectroscopy.

We illustrate the study of the Mdossbauer effect by
reference to >/ Fe spectroscopy. The basic apparatus includes
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APPLICATIONS

Box 2.6 Magnetic resonance imaging (MRI)

Magnetic resonance imaging (MRI) is a clinical technique to
obtain an image of, for example, a human organ or tumour.
The image is generated from information obtained from the
'"H NMR spectroscopic signals of water. The signal intensity
depends upon the proton relaxation times and the concentra-
tion of water. The relaxation times can be altered, and the
image enhanced, by using MRI contrast agents. Coordina-
tion complexes containing paramagnetic Gd*", Fe’™ or
Mn?" are potentially suitable as contrast agents, and of
these, complexes containing the Gd*" jon have so far
proved to be especially useful. To minimize toxic side-effects
in patients, Gd>" must be introduced in the form of a com-
plex that will not dissociate in the body, and chelating ligands
are particularly suitable (see Chapter 6 for a discussion of
stability constants). Excretion is also an important consid-
eration; complexes must not remain in the body any longer
than is necessary. One of the successful ligands in use is
derived from HsDTPA; after the intravenous injection to
introduce [Gd(DPTA)]*", clearance through the kidneys
takes about 30 min.

N N N
HO,C COH

HO,C co,H COH
HsDTPA

If an image of a certain organ is required, it is important
to find a contrast agent that targets that organ, e.g.
gadolinium(IIT) complexes are used to target the liver.

a radioactive source, a solid absorber with the S Fe-
containing sample and a y-ray detector. For >'Fe samples,
the radioactive source is >'Co and is incorporated into
stainless steel; the *’Co source decays by capture of an
extra-nuclear electron to give the excited state of °'Fe
which emits y-radiation as it decays to its ground state. If

Dependence upon the observation of proton signals in some
organs (e.g. lungs) presents problems with respect to MRI. The
use of '*’Xe magnetic imaging has been tested as a means of
overcoming some of the difficulties associated with proton
observation. Under the right conditions, gaseous '*Xe taken
into mouse lungs allows excellent images to be observed.

Further reading

M.S. Albert, G.D. Cates, B. Drichuys, W. Happer, B. Saam,
C.S. Springer and A. Wishnia (1994) Nature, vol. 370,
p.- 199 — ‘Biological magnetic resonance imaging using
laser-polarized 'Xe’.

P. Caravan, J.J. Ellison, T.J. McMurry and R.B. Lauffer
(1999) Chemical Reviews, vol. 99, p. 2293 — ‘Gado-
lintum(I1T) chelates as MRI contrast agents; structure,
dynamics and applications’.

J.F. Desreux and V. Jacques (1995) in Handbook of
Metal-Ligand Interactions in Biological Fluids, ed. G.
Berthon, vol. 2, p. 1109, Dekker, New York — ‘Role
of metal-ligand interactions in the design of MRI
contrast agents’.

S.H. Koenig and R.D. Brown (1995) in Handbook of
Metal-Ligand Interactions in Biological Fluids, ed. G.
Berthon, vol. 2, p. 1093, Dekker, New York — ‘Relaxiv-
ity of MRI magnetic contrast agents. Concepts and
principles’.

R.A. Moats, S.E. Fraser and T.J. Meade (1997) Angewandte
Chemie, International Edition in English, vol. 36, p. 726 —
‘A “‘smart” magnetic resonance imaging agent that reports
on specific enzymic activity’.

S. Zhang, P. Winter, K. Wu and A.D. Sherry (2001) Journal
of the American Chemical Society, vol. 123, p. 1517 — ‘A
novel europium(III)-based MRI contrast agent’.

TFe is present in the same form in both source and absorber,
resonant absorption occurs and no radiation is transmitted.
However, if the 7Fe in the source and absorber is present in
two different forms, absorption does not occur and vy-
radiation reaches the detector. Moving the source at different
velocities towards or away from the *’Fe absorber has the

Table 2.4 Properties of selected nuclei observed by Méssbauer spectroscopy. The radioisotope source provides the y-radiation

required for the Mdssbauer effect.

Nucleus observed Natural abundance /| % Ground spin state Excited spin state Radioisotope source’
*"Fe 2.2 ! 3 TCo

"Sn 8.6 ! 3 9msn

“Ru 12.7 3 3 #Rh

7 Au 100 % % 197mpy

! m = metastable



effect of varying the energy of the y-radiation (i.e. by the
Doppler effect). The velocity of movement required to
bring about maximum absorption relative to stainless steel
(defined as an arbitrary zero for iron) is called the isomer

shift of >'Fe in the sample, with units of mms ™.

What can isomer shift data tell us?

The isomer shift gives a measure of the electron density on
the Y'Fe centre, and isomer shift values can be used to
determine the oxidation state of the Fe atom. Similarly, in
Y7Au Méssbauer spectroscopy, isomer shifts can be used
to distinguish between Au(I) and Au(IIl). Three specific
examples are chosen here from iron chemistry.

The cation [Fe(NH;)s(NO)]** has presented chemists with
an ambiguity in terms of the description of the bonding
which has, in some instances, been described in terms of an
[NOJ" unit bound to an Fe(I) centre. Results of °’Fe M&ss-
bauer spectroscopy have revealed that the correct description
is that of an [NO] ™ ligand bound to an Fe(III) centre.

The formal oxidation states of the iron centres in
[Fe(CN)g]*~ and [Fe(CN)]*~ are +2 and +3; however, the
closeness of the isomer shifts for these species suggests that
the actual oxidation states are similar and this may be
interpreted in terms of the extra electron in [Fe(CN)e]*
being delocalized on the cyano ligands rather than the iron
centre.

Differences in isomer shifts can be used to distinguish
between different iron environments in the same molecule:
the existence of two signals in the Mdssbauer spectrum of
Fe;(CO);, provided the first evidence for the presence of
two types of iron atom in the solid state structure (Figure
2.14), a fact that has been confirmed by X-ray diffraction
methods.

Fig. 2.14 The solid state structure of Fe3(CO);, as

determined by X-ray diffraction methods. The molecule
contains two Fe environments by virtue of the arrangement of
the CO groups. Colour code: Fe, green; C, grey; O, red.
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Glossary

The following terms were introduced in this chapter. Do
you know what they mean?

neutron

proton

nucleon

nuclide

mass number

mass defect

binding energy

radioactive decay

first order rate equation

first order rate constant

half-life

a-particle

B-particle ()

v-radiation

positron (B1)

neutrino (v,)

antineutrino

transmutation of an element

nuclear fission

nuclear fusion

slow (thermal) neutron

fast neutron

transuranium element

isotopic enrichment

zero point energy

isotope exchange reaction

kinetic isotope effect

spectroscopic timescale

nuclear spin quantum number, /
chemical shift (in NMR spectroscopy)
spin—spin coupling (in NMR spectroscopy)
proton-decoupled NMR spectrum
multiplicity of an NMR spectroscopic signal
satellite peaks (in an NMR spectrum)
stereochemically non-rigid
fluxionality

Berry pseudo-rotation

redistribution reaction

Méssbauer effect

isomer shift (in Mdssbauer spectroscopy)

Yy Ay Iy 0y Iy )y W)y W}y

Further reading

Basic reaction kinetics

C.E. Housecroft and E.C. Constable (2002) Chemistry, Prentice
Hall, Harlow — Chapter 14 covers first order reaction kinetics
with worked examples, and includes mathematical background
for the integration of rate equations.
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Nuclear chemistry

G.R. Choppin, J.-O. Liljenzin and J. Rydberg (1995) Radio-
chemistry and Nuclear Chemistry, 2nd edn, Butterworth-
Heinemann, Oxford — An excellent general account of both
the subjects and their chemical and practical applications.

G. Friedlander, J.W. Kennedy, E.S. Macias and J.M. Miller
(1981) Nuclear and Radiochemistry, 3rd edn, Wiley, New
York — A general textbook of radiochemistry and its
applications.

J. Godfrey, R. McLachlan and C.H. Atwood (1991) Journal of

Chemical Education, vol. 68, p. 819 — An article entitled
‘Nuclear reactions versus inorganic reactions’ provides a
useful comparative survey and includes a résumé of the
kinetics of radioactive decay.

N.N. Greenwood and A. Earnshaw (1997) Chemistry of the
Elements, 2nd edn, Butterworth-Heinemann, Oxford -
Chapter 1 gives an account of the origins of the elements
and of nuclear processes.

D.C. Hoffmann (1994) Chemical & Engineering News, 2 May
issue, p. 24 — An article entitled ‘“The heaviest elements’
which gives a good feeling for the problems and fascination
involved in working with the transuranium elements.

D.C. Hoffmann and G.R. Choppin (1986) Journal of Chemical
Education, vol. 63, p. 1059 — A discussion of high-level nuclear
waste.

D.C. Hoffmann and D.M. Lee (1999) Journal of Chemical
Education, vol. 76, p. 331 — An excellent article that covers
the development and future prospects of ‘atom-at-a-time’
chemistry.

Problems

2.1 For each of the following isotopes, state the number of
neutrons, protons and electrons present: (a) BF; (b) §3Co;
() 33U

2.2 What do you understand by the terms: (a) atomic number;
(b) mass number; (c) mass defect; (d) binding energy per
nucleon?

2.3 Using the data in Appendix 5, plot a representation of the
mass spectrum of naturally occurring atomic Ba.

2.4 Radium-224 is radioactive and decays by emitting an
a-particle. (a) Write an equation for this process. (b) The
decay of radium-224 produces helium gas. Rutherford and
Geiger determined that o-particles were emitted from
2Ra at a rate of 7.65 x 10'?s™ ' mol™!, and that this

corresponded to a rate of helium production of

2.90 x 107" dm?s™" at 273K, 1 bar. If 1 mole of helium

occupies 22.7dm? (273K, 1 bar), estimate a value for the

Avogadro constant.

2.5 Use the following data to determine the half-life of %{3Po
and the rate constant for the decay of %Po.

Time / s 0 200 400 600 800 1000

Moles 2§Po  0.250 0.110 0.057 0.025 0.012 0.005

NMR and Médssbauer spectroscopies

C. Brevard and P. Granger (1981) Handbook of High Resolution
Multinuclear NMR, Wiley-Interscience, New York — A
reference book listing nuclear properties, standard references,
typical chemical shift ranges and coupling constants.

C.E. Housecroft (1994) Boranes and Metallaboranes: Structure,
Bonding and Reactivity, 2nd edn, Ellis Horwood, Hemel
Hempstead — Chapter 2 includes an account of the inter-
pretation of "B and '"H NMR spectra of boranes and
their derivatives.

B.K. Hunter and J.K.M. Sanders (1993) Modern NMR
Spectroscopy: A Guide for Chemists, 2nd edn, Oxford
University Press, Oxford — An excellent, detailed and
readable text.

A.G. Maddock (1997) Mdassbauer Spectroscopy. Principles and
Applications, Horwood Publishing, Chichester — A com-
prehensive account of the technique and its applications.

R.V. Parish (1990), NMR, NOR, EPR and Mdossbauer Spec-
troscopy in Inorganic Chemistry, Ellis Horwood, Chichester
— A text dealing with the theory, applications and
interpretation of spectra; includes end-of-chapter problems.

J.K.M. Sanders, E.C. Constable, B.K. Hunter and C.M. Pearce
(1993) Modern NMR Spectroscopy: A Workbook of Chemical
Problems, 2nd edn, Oxford University Press, Oxford — An
invaluable collection of NMR spectroscopic problem-solving
exercises.

2.6 The half-life of strontium-90 is 29.1 years. Determine the
rate constant for the decay of strontium-90 in units of s~ .
[The SI unit of time is the second.]

2.7 Complete the following table, which refers to possible
nuclear reactions of a nuclide:

Reaction Change in Change in Change Is a new
type number number of in mass element
of protons neutrons number formed?

a-particle loss
B-particle loss
Positron loss

(n,y) reaction

2.8 For each step in Figure 2.3, identify the particle
emitted.

2.9 Interpret the following notational forms of nuclear
reactions: (a) ggFe(Zn,B)ggCo; (b) %Mn(n,y)gg’Mn;
(©) 16S(n,p) T3P (d) iNa(y,3n){iNa.

2.10 Identify the second fission product in the following

reactions:

(@) 23U + on — '%Ba + 2 + 24n

(b) 23U + on — 'YTe +?+24n



2.1

2.12

2.13

2.14

2.15

2.16

In each of the following reactions, are the incoming
neutrons ‘fast’ or ‘slow’ ? Give reasons for your

choices.

(@) "IN +on — 'C + H

(b) 53U +on —"H5U +v

(¢) 33U +on —= 5Se + '5Ce + 3on

Determine the half-life of Bk given that a plot of In N
against 7 is linear with a gradient of —0.0023 day~' where
N is the number of nuclides present at time .
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in aqueous solution and lead(Il) chromate (PbCrO,) was
precipitated by the addition of a soluble chromate salt.
Evaporation of 10cm?® of the supernatant liquid gave a
residue having a radioactivity of 4.17 x 107> that of the
original quantity of 2{3Pb. Calculate the solubility of
lead(IT) chromate in mol dm™>.

In questions 2.17 to 2.27, refer to Table 2.3 for isotopic
abundances where needed.

2.17 Why is a coupling constant measured in Hz and is not
The IR spectrum of naturally occurring CO shows an recorded as a chemical shift difference?
. 1 s . Lo

absorption at 2170 cm dsmgn.ed to. the v1.br';13t10na1 mode 2.18 Long range couplings are often observed between 31 and
of the molecule. If the sample is enriched in ~C, whgt F nuclei, between °'P and 'H nuclei, but not between
Chanie gqo you expect to see when the IR spectrum is re- remote non-equivalent 'H nuclei. What does this tell you
recorded: about the relative magnitudes of values of Jpg, Jpy and
If the oxide P,Oy is dissolved in an aqueous solution of Jyy for the respective pairs of nuclei when they are directly
sodium carbonate, compound A of formula Na,HPOs attached?
may k?e crystallized from soﬁhlmon‘ The IR sp e(?trum of A 2.19 Rationalize the fact that the '>*C NMR spectrum of
contains a band at 2300cm™ . The corresponding band in . . . . .

. CF;CO,H consists of two binomial quartets with coupling
the IR spectrum of B (obtained by an analogous method constants of 44 and 284 Hz respectivel
from P,Og¢ and Na,COj dissolved in D,0) is at 1630 em . P Y
On recrystallization of A from D,0O, however, its IR 2.20 How might you use *'P NMR spectroscopy to distinguish
spectrum is not affected. Discuss the interpretation of these between Ph,PH and Ph;P?

b tions.
observations 2.21 The *'P NMR spectrum of PMe; consists of a
Why is the method of isotope dilution analysis used to binomial decet (J 2.7 Hz). (a) Account for this
determine the solubility of sparingly soluble salts rather observation. (b) Predict the nature of the 'H NMR
than a method depending upon mass determination? spectrum of PMej;.
A small amount of the radioactive isotope 23Pb was mixed 2.22 The ?Si NMR spectrum of compound 2.5 shows a triplet
with a quantity of a non-radioactive lead salt containing with a coupling constant of 194 Hz. (a) Rationalize these
0.0100 g lead (A4, = 207). The whole sample was dissolved data and (b) predict the nature of the signal in the 'H
T T T T T T T T T T T T T T T T T T T T T T
2.5 0 2590 -35.0 -37.5 0
(@) (b)

Fig. 2.15 Figure for problem 2.23.
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2.23

2.24

2.25

2.26

2.27

Chapter 2 e Nuclear properties

NMR spectrum of 2.5 that is assigned to the silicon-bound
protons. [*’Si: 4.7% abundant; I = 1]

(2.5)

Figure 2.15 shows the !'B NMR spectra of (a) THF-BH;
(2.6) and (b) PhMe,P-BHj;. Interpret the observed
coupling patterns and mark on the figure where you would
measure relevant coupling constants.

O"BH_?,

(2.6)

(a) Predict the structure of SF, using the VSEPR
model. (b) Account for the fact that at 298 K and in
solution the ’F NMR spectrum of SF, exhibits a
singlet but that at 175K, two equal-intensity triplets are
observed.

The "F NMR spectrum of each of the following molecules
exhibits one signal. For which species is this observation
consistent with a static molecular structure as predicted by
VSEPR theory: (a) SiFy4; (b) PFs; (¢) SF; (d) SOF,;

(e) CFy?

Outline the mechanism of Berry pseudo-rotation,
giving two examples of molecules that undergo this
process.

Is it correct to interpret the phrase ‘static solution
structure’ as meaning necessarily rigid? Use the following
molecules to exemplify your answer: PMe;; OPMes; PPh;;
SiMe4.

Further problems on NMR spectroscopy

2.28

2.29

Account for the fact that the *’Si NMR spectrum of a
mixture of SiCly and SiBry4 that has been standing for 40 h
contains five singlets which include those assigned to SiCly
(6 —19) and SiBry (6 — 90).

The structure of [PsBr,]" is shown in diagram 2.7.
Account for the fact that the >'P NMR spectrum of this
cation at 203 K consists of a doublet of triplets (/ 321 Hz,
149 Hz), a triplet of triplets (/ 321 Hz, 26 Hz) and a triplet
of doublets (J 149 Hz, 26 Hz).

2.30

2.31

2.32

2.33

2.34

N
P
T\/ \ WBr
oo
P\\P/ \Br
(2.7)

Tungsten hexacarbonyl (2.8) contains six equivalent CO
ligands. With reference to Table 2.3, suggest what you
would expect to observe in the ?*C NMR spectrum of a
13C-enriched sample of W(CO)j,.

0
C

0C,, | CO
//W\\
oc”” | o

C
0]

(2.8)

The compounds Se,Sg_,, with n = 1-5 are structurally
similar to Sg. Structure 2.9 shows a representation of the Sg
ring (it is actually non-planar) and the atom numbering
scheme; all the S atoms are equivalent. Using this as a
guide, draw the structures of SeS;, 1,2-Se,Sg, 1,3-Se,Sq,
1,2,3-36385, 1,2,4-SC3S5, 1,2,5-56385 and 1,2,3,4-86454.
How many signals would you expect to observe in the
Se (I = %, 7.6%) NMR spectrum of each compound?

1 2
TN
8S s 3
7S Sy
AN /
s—s
6 5
2.9

Explain why the F NMR spectrum of BFCI, consists
ofa l:1:1:1 quartet. What would you expect to observe
in the ’F NMR spectrum of BF,CI? Data for the
spin-active nuclei in these compounds are given in

Table 2.3.

Rationalize the fact that at 173K, 'H NMR
spectroscopy shows that SbMes possesses only one type of
Me group.

MeCN solutions of NbCls and HF contain a mixture of
octahedral [NbF4]~, [NbFsCI]~, [NbF,CL,] ",

[NbF;Cl;3] and [NbF,Cl] . Predict the number and
coupling patterns of the signals in the '*F NMR spectrum
of each separate component in this mixture, taking into
account possible isomers. (Assume static structures and no
coupling to '*Nb.)
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TOPICS

Symmetry operators and symmetry elements
Point groups
An introduction to character tables

Infrared spectroscopy

Chiral molecules

3.1 Introduction

Within chemistry, symmetry is important both at a molecu-
lar level and within crystalline systems, and an understand-
ing of symmetry is essential in discussions of molecular
spectroscopy and calculations of molecular properties. A dis-
cussion of crystal symmetry is not appropriate in this book,
and we introduce only molecular symmetry. For qualitative
purposes, it is sufficient to refer to the shape of a molecule
using terms such as tetrahedral, octahedral or square
planar. However, the common use of these descriptors is
not always precise, e.g. consider the structures of BF;3, 3.1,
and BF,H, 3.2, both of which are planar. A molecule of
BF; is correctly described as being trigonal planar, since its
symmetry properties are fully consistent with this descrip-
tion; all the F—B—F bond angles are 120° and the B—F
bond distances are all identical (131 pm). It is correct to
say that the boron centre in BF,H, 3.2, is in a pseudo-trigonal
planar environment but the molecular symmetry properties
are not the same as those of BF;. The F—B—F bond angle
in BF,H is smaller than the two H—B—F angles, and the
B—H bond is shorter (119pm) than the B—F bonds
(131 pm).

F H
120: 122|C
F . F F . F

120 118

(3.D (3.2)

The descriptor symmetrical implies that a species possesses
a number of indistinguishable configurations. When struc-
ture 3.1 is rotated in the plane of the paper through 120°,

the resulting structure is indistinguishable from the first;
another 120° rotation results in a third indistinguishable
molecular orientation (Figure 3.1). This is not true if we
carry out the same rotational operations on BF,H.

Group theory is the mathematical treatment of symmetry.
In this chapter, we introduce the fundamental language of
group theory (symmetry operator, symmetry element, point
group and character table). The chapter does not set out to
give a comprehensive survey of molecular symmetry, but
rather to introduce some common terminology and its
meaning. We include in this chapter an introduction to the
vibrational spectra of simple inorganic molecules, with an
emphasis on using this technique to distinguish between pos-
sible structures for XY,, XY3 and XY, molecules. Complete
normal coordinate analysis of such species is beyond the
remit of this book.

3.2 Symmetry operations and symmetry
elements

In Figure 3.1, we applied 120° rotations to BF; and saw that
each rotation generated a representation of the molecule that
was indistinguishable from the first. Each rotation is an
example of a symmetry operation.

A symmetry operation is an operation performed on an
object which leaves it in a configuration that is
indistinguishable from, and superimposable on, the original
configuration.

The rotations described in Figure 3.1 were performed
about an axis perpendicular to the plane of the paper and
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F 120° rotation F

| = |
/B\ B
F F F

PN

120° rotation F

. |
~B
F F F

Fig. 3.1 Rotation of the trigonal planar BF; molecule through 120° generates a representation of the structure that is
indistinguishable from the first; one F atom is marked in red simply as a label. A second 120° rotation gives another

indistinguishable structural representation.

passing through the boron atom; the axis is an example of a
symmetry element.

A symmetry operation is carried out with respect to points,
lines or planes, the latter being the symmetry elements.

Rotation about an n-fold axis of symmetry

The symmetry operation of rotation about an n-fold axis
(the symmetry element) is denoted by the symbol C,, in

o

which the angle of rotation is ——; n is an integer, e.g. 2, 3
n

or 4. Applying this notation to the BF; molecule in Figure
3.1 gives a value of n = 3 (equation 3.1), and therefore we
say that the BF; molecule contains a C; rotation axis; in
this case, the axis lies perpendicular to the plane containing
the molecule.

Angle of rotation = 120° = ﬂ

(3.1)

In addition, BF; also contains three 2-fold (C,) rotation
axes, each coincident with a B—F bond as shown in Figure
3.2.

If a molecule possesses more than one type of n-axis, the
axis of highest value of n is called the principal axis; it is
the axis of highest molecular symmetry. For example, in
BF;, the Cj; axis is the principal axis.

In some molecules, rotation axes of lower orders than the
principal axis may be coincident with the principal axis. For

c,

Fig. 3.2 The 3-fold (C3) and three 2-fold (C,) axes of
symmetry possessed by the trigonal planar BF; molecule.

example, in square planar XeF,, the principal axis is a Cy
axis but this also coincides with a C, axis (see Figure 3.4).

Where a molecule contains more than one type of C, axis,
they are distinguished by using prime marks, e.g. C,, C,' and
C,". We return to this in the discussion of XeF, (see Figure
3.4).

Self-study exercises

1. Each of the following contains a 6-membered ring: benzene,
borazine (see Figure 12.19), pyridine and Sq (see Box 1.I).
Explain why only benzene contains a 6-fold principal rotation
axis.

2. Among the following, why does only XeF, contain a 4-fold
principal rotation axis: CF4, SF,, [BF4]” and XeF,?

3. Draw the structure of [XeFs]™. On the diagram, mark the Cs
axis. The molecule contains five C, axes. Where are these
axes? [Ans. for structure, see worked example 1.14]

4. Look at the structure of BsHy in Figure 12.23b. Where is the
C, axis in this molecule?

Reflection through a plane of symmetry
(mirror plane)

If reflection of all parts of a molecule through a plane
produces an indistinguishable configuration, the plane is a
plane of symmetry; the symmetry operation is one of reflec-
tion and the symmetry element is the mirror plane (denoted
by o). For BFj;, the plane containing the molecular frame-
work (the yellow plane shown in Figure 3.2) is a mirror
plane. In this case, the plane lies perpendicular to the vertical
principal axis and is denoted by the symbol oy,.

The framework of atoms in a linear, bent or planar
molecule can always be drawn in a plane, but this plane can
be labelled oy, only if the molecule possesses a C,, axis perpen-
dicular to the plane. If the plane contains the principal axis, it is
labelled o,. Consider the H,O molecule. This possesses a C,
axis (Figure 3.3) but it also contains rwo mirror planes, one
containing the H,O framework, and one perpendicular to it.
Each plane contains the principal axis of rotation and so
may be denoted as o, but in order to distinguish between
them, we use the notations o, and o,'. The o, label refers to
the plane that bisects the H-O—H bond angle and the o'
label refers to the plane in which the molecule lies.

A special type of o plane which contains the principal
rotation axis, but which bisects the angle between two
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adjacent 2-fold axes, is labelled o4. A square planar molecule
such as XeF, provides an example. Figure 3.4a shows that
XeF, contains a C4 axis (the principal axis) and perpen-
dicular to this is the o}, plane in which the molecule lies.
Coincident with the Cy4 axis is a C, axis. Within the plane
of the molecule, there are two sets of C, axes. One type
(the C,' axis) coincides with F-Xe-F bonds, while the
second type (the C,'" axis) bisects the F—Xe-F 90° angle
(Figure 3.4). We can now define two sets of mirror planes:
one type (o,) contains the principal axis and a C,' axis
(Figure 3.4b), while the second type (o4) contains the
principal axis and a C,'"" axis (Figure 3.4c). Each o4 plane
v Iy bisects the angle between two C,' axes.

In the notation for planes of symmetry, o, the subscripts
h, v and d stand for horizontal, vertical and dihedral

Fig. 3.3 The H,0 molecule possesses one C, axis and respectively.

two mirror planes. (a) The C, axis and the plane of
symmetry that contains the H,O molecule. (b) The C, axis
and the plane of symmetry that is perpendicular to the plane
of the H,O molecule. (c) Planes of symmetry in a molecule are

often showp togqther on one diagram; this representation for 1. N,O, is planar (Figure 14.14). Show that it possesses three
H,O combines diagrams (a) and (b). planes of symmetry.

C C.
[ ) > 2
>

C
€ .‘2

e
‘.
e

(a) (b) (¢

Self-study exercises

» m C,C )y m C,C
‘ ‘ 4> -2 ‘ ' 4> -2
JV O-V
X X
[ % v
v - o v - 5
W |
\V s v \Y e v
. G ' oy G e,
(a) (b)
)y m C,C
S 4 &
JoX:
r~
o4 - ~
\ Y
\Y 4L v
c, c, X
g4 g4
(©)

Fig. 3.4 The square planar molecule XeF,. (a) One C, axis coincides with the principal (Cy4) axis; the molecule lies in a oy,
plane which contains two C,' and two C,'"" axes. (b) Each of the two o, planes contains the C, axis and one C," axis. (c)
Each of the two o4 planes contains the C, axis and one C,'"" axis.
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2. B,Br4 has the following staggered structure:

Show that B,Br, has one less plane of symmetry than B,F,
which is planar.

3. Ga,Hg has the following structure in the gas phase:

Show that it possesses three planes of symmetry.

4. Show that the planes of symmetry in benzene are one oy,, three
o, and three oy.

Reflection through a centre of symmetry
(inversion centre)

If reflection of all parts of a molecule through the centre of the
molecule produces an indistinguishable configuration, the
centre is a centre of symmetry, also called a centre of
inversion (see also Box 1.9); it is designated by the symbol i.
Each of the molecules CO, (3.3), trans-N,F, (see worked
example 3.1), SF¢ (3.4) and benzene (3.5) possesses a
centre of symmetry, but H,S (3.6), cis-N,F, (3.7) and SiH,
(3.8) do not.

(3.3) (34)

3.5) (3.6)

(3.7) (3.8)

Self-study exercises

1. Draw the structures of each of the following species and
confirm that each possesses a centre of symmetry: CS,,
[PFgl ", XeFy, I, [ICL] .

2. [PtCl4]27 has a centre of symmetry, but [C0Cl4]27 does not.
One is square planar and the other is tetrahedral. Which is
which?

3. Why does CO, possess an inversion centre, but NO, does not?

4. CS, and HCN are both linear. Explain why CS, possesses a
centre of symmetry whereas HCN does not.

Rotation about an axis, followed by
reflection through a plane perpendicular to
this axis

o

If rotation through — about an axis, followed by reflection

through a plane perpendicular to that axis, yields an indistin-
guishable configuration, the axis is an n-fold rotation—
reflection axis, also called an n-fold improper rotation axis.
It is denoted by the symbol S,. Tetrahedral species of the
type XY, (all Y groups must be equivalent) possess three
S, axes, and the operation of one S, rotation—reflection in
the CH4 molecule is illustrated in Figure 3.5.

Self-study exercises

1. Explain why BF; possesses an S3 axis, but NF; does not.

2. C,Hg in a staggered conformation possesses an Sg axis. Show
that this axis lies along the C—C bond.

3. Figure 3.5 shows one of the S, axes in CH4. On going from
CH, to CH,Cl,, are the S, axes retained?

Identity operator

All objects can be operated upon by the identity operator E.
This is the simplest operator (although it may not be easy to
appreciate why we identify such an operator!) and effectively
identifies the molecular configuration. The operator E leaves
the molecule unchanged.
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Axis bisects the

H-C-H bond
angle
Reflect
through a
plane that is
Rotate perpendicular
through to the original
90° rotation axis
> N
-

o

Fig. 3.5 An improper rotation (or rotation—reflection), S, involves rotation about

followed by reflection through a

n
plane that is perpendicular to the rotation axis. The diagram illustrates the operation about one of the S, axes in CHy; three
S, operations are possible for the CH, molecule. [Exercise: where are the three rotation axes for the three S; operations in CH,4?]

Worked example 3.1 Symmetry properties of cis- and

trans-N,F,
N=—/N
How do the rotation axes and planes of symmetry in cis- and F/ \F
trans-N,F, differ? P

First draw the structures of cis- and trans-N,F,; both are

| lecul 5. The consequence of the different types of C, axes,
planar molecules.

and the presence of the o, plane in the cis-isomer, is
that the symmetry planes containing the cis- and

/F trans-N,F, molecular frameworks are labelled o," and
N—/N N—/N oy, respectively.
F F F
cis trans Self-study exercises

1. How do the rotation axes and planes of symmetry in Z- and E-

1. The identity operator E applies to each isomer. .
CFH=CFH differ?

2. Each isomer possesses a plane of symmetry which con-
tains the molecular framework. However, their labels 2. How many planes of symmetry do (a) F,C=0, (b) CIFC=0
differ (see point 5 below). and (c) [HCO,|™ possess? [Ans. (a) 2; (b) 1; (c) 2]

3. The cis-isomer contains a C, axis which lies in the plane
of the molecule, but the frans-isomer contains a C, axis
which bisects the N—N bond and is perpendicular to
the plane of the molecule.

Worked example 3.2 Symmetry operations in NH3

C2
/F The symmetry operators for NH; are E, C; and 30,. (a) Draw
NN N=—N the structure of NHj. (b) What is the meaning of the E opera-
/ \ / tor? (c) Draw a diagram to show the rotation and reflection
F F F 2 symmetry operations.

(a) The molecule is trigonal pyramidal.

4. The cis- (but not the trans-) isomer contains a mirror o
plane, o, lying perpendicular to the plane of the H/ \”H
molecule and bisecting the N—N bond: H
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(b) The E operator is the identity operator and it leaves the
molecule unchanged.

(c) The Cj axis passes through the N atom, perpendicular to
a plane containing the three H atoms. Each o, plane
contains one N—H bond and bisects the opposite
H—N-H bond angle.

C

(A

Self-study exercises

1. What symmetry operators are lost in going from NHj; to
NH,CI? [Ans. C3; two o]

2. Compare the symmetry operators possessed by NH3, NH,Cl,
NHCI, and NCl;.

3. Draw a diagram to show the symmetry operators of NCIF,.
|Ans. Show one o; only other operator is E]

Worked example 3.3 Trigonal planar BCl3 versus
trigonal pyramidal PCl;

What symmetry elements do BCl; and PCl; (a) have in
common and (b) not have in common?

PCl; is trigonal pyramidal (use VSEPR theory) and so
possesses the same symmetry elements as NH; in worked
example 3.2. These are E, C; and 30,.

BCl; is trigonal planar (use VSEPR) and possesses all the
above symmetry elements:

G
(A

In addition, BCl; contains a o}, plane and three C, axes
(see Figure 3.2).
C
n 3
&

)

Op

v gy

Rotation through 120° about the C; axis, followed by reflec-
tion through the plane perpendicular to this axis (the oy,
plane), generates a molecular configuration indistinguishable
from the first — this is an improper rotation Sj.

Conclusion:
The symmetry elements that BCl; and PCl; have in common
are E, C; and 30,.

The symmetry elements possessed by BCl; but not by PCls
are oy, 3C, and S3.

Self-study exercises

1. Show that BF; and F,C=O0 have the following symmetry ele-
ments in common: E, two mirror planes, one C,.

2. How do the symmetry elements of CIF; and BF; differ?
|Ans: BF;, as for BCl; above; CIF;, E, o', oy, C;]

3.3 Successive operations

As we have seen in Section 3.2, a particular symbol is used to
denote a specific symmetry operation. To say that NH;
possesses a C axis tells us that we can rotate the molecule
through 120° and end up with a molecular configuration
that is indistinguishable from the first. However, it takes
three such operations to give a configuration of the NH;
molecule that exactly coincides with the first. The three
separate 120° rotations are identified by using the notation
in Figure 3.6. We cannot actually distinguish between the
three H atoms, but for clarity they are labelled H(1), H(2)
and H(3) in the figure. Since the third rotation, C3, returns
the NH; molecule to its initial configuration, we can write

equation 3.2, or, in general, equation 3.3.
G=E (3.2)

' =E (3.3)
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Gy G G
> N > N > N
| S | S | S
120° rotation 120° rotation 120° rotation
1 3 2 1 3 2 1 3
2 3 1 2
C
3 A >

G

b e ]

Fig. 3.6 Successive C; rotations in NHj are distinguished using the notation Cs, C?% and C3. The effect of the last operation is the
same as that of the identity operator acting on NHj in the initial configuration.

Similar statements can be written to show the combined
effects of successive operations. For example, in planar
BCl;, the S5 improper axis of rotation corresponds to rotation
about the C; axis followed by reflection through the o}, plane.
This can be written in the form of equation 3.4.

S3 = C3 X oy (34)

Self-study exercises

1. [PtCL,IZf is square planar; to what rotational operation is Cf
equivalent?

2. Draw a diagram to illustrate what the notation Cg means with
respect to rotational operations in benzene.

3.4 Point groups

The number and nature of the symmetry elements of a given
molecule are conveniently denoted by its point group, and
give rise to labels such as C,, Csy, D3, Doy, Ty, Oy, o1 1.
These point groups belong to the classes of C groups, D
groups and special groups, the latter containing groups
that possess special symmetries, i.e. tetrahedral, octahedral
and icosahedral.

To describe the symmetry of a molecule in terms of one
symmetry element (e.g. a rotation axis) provides information
only about this property. Each of BF; and NHj possesses a
3-fold axis of symmetry, but their structures and overall
symmetries are different; BF; is trigonal planar and NHj is
trigonal pyramidal. On the other hand, if we describe the
symmetries of these molecules in terms of their respective
point groups (D3, and Cj,), we are providing information
about all their symmetry elements.

Before we look at some representative point groups, we
emphasize that it is not essential to memorize the symmetry
elements of a particular point group. These are listed in

character tables (see Sections 3.5 and 4.4) which are
widely available.

Table 3.1 summarizes the most important classes of point
group and gives their characteristic types of symmetry
elements; E is, of course, common to every group. Some
particular features of significance are given below.

C, point group

Molecules that appear to have no symmetry at all, e.g. 3.9,
must possess the symmetry element E and effectively possess
at least one C| axis of rotation. They therefore belong to the
C, point group, although since C; = E, the rotational
symmetry operation is ignored when we list the symmetry
elements of this point group.

/ F
cl

(3.9)

C..v point group

C, signifies the presence of an co-fold axis of rotation, i.e. that
possessed by a linear molecule (Figure 3.7); for the molecular
species to belong to the C.., point group, it must also possess
an infinite number of o, planes but no oy, plane or inversion
centre. These criteria are met by asymmetrical diatomics
such as HF, CO and [CN]™ (Figure 3.7a), and linear poly-
atomics (throughout this book, polyatomic is used to mean a
species containing three or more atoms) that do not possess
a centre of symmetry, e.g. OCS and HCN.

D_ point group

Symmetrical diatomics (e.g. H,, [0,]°7) and linear poly-
atomics that contain a centre of symmetry (e.g. [N3],
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Table 3.1

Characteristic symmetry elements of some important classes of point groups. The characteristic symmetry elements of the

Ty, Oy, and I, are omitted because the point groups are readily identified (see Figure 3.8). No distinction is made in this table between
o, and o4 planes of symmetry. For complete lists of symmetry elements, character tables should be consulted.

Point group Characteristic symmetry elements

C, E, one o plane

C; E, inversion centre

C, E, one (principal) n-fold axis

Cu E, one (principal) n-fold axis, n o, planes

Con E, one (principal) n-fold axis, one o}, plane, one
S,-fold axis which is coincident with the C, axis

D, E, one (principal) n-fold axis, n C, axes, one oy,
plane, n o, planes, one S,-fold axis

D,q4 E, one (principal) n-fold axis, n C, axes, n o,
planes, one S,,-fold axis

Ty

On

Iy

Comments

The S, axis necessarily follows from the C, axis and oy, plane.
For n =2, 4 or 6, there is also an inversion centre.

The S, axis necessarily follows from the C, axis and oy, plane.
For n =2, 4 or 6, there is also an inversion centre.

For n =3 or 5, there is also an inversion centre.

Tetrahedral
Octahedral
Icosahedral

CO,, HC=CH) possess a o}, plane in addition to a C,, axis
and an infinite number of o, planes (Figure 3.7). These
species belong to the D, point group.

T4, Oy, or I, point groups

Molecular species that belong to the T4, O, or I, point
groups (Figure 3.8) possess many symmetry elements,
although it is seldom necessary to identify them all before
the appropriate point group can be assigned. Species with
tetrahedral symmetry include SiF,, [ClO,]”, [CoClJ*".
[NH,]", P, (Figure 3.9a) and B,Cl, (Figure 3.9b). Those
with octahedral symmetry include SF4, [PFs]", W(CO)g
(Figure 3.9¢) and [Fe(CN)¢]*~. There is no centre of sym-
metry in a tetrahedron but there is one in an octahedron,
and this distinction has consequences with regard to the

(@)

observed electronic spectra of tetrahedral and octahedral
metal complexes (see Section 20.6). Members of the
icosahedral point group are uncommon, e.g. [BjyHp>~
(Figure 3.9d).

Determining the point group of a molecule
or molecular ion

The application of a systematic approach to the assignment of
a point group is essential, otherwise there is the risk that sym-
metry elements will be missed with the consequence that an
incorrect assignment is made. Figure 3.10 shows a procedure
that may be adopted; some of the less common point groups
(e.g. S, T, O) are omitted from the scheme. Notice that it is
not necessary to find all the symmetry elements (e.g. improper
axes) in order to determine the point group.

On

n

Co ™ i

(b)

Fig. 3.7 Linear molecular species can be classified according to whether they possess a centre of symmetry (inversion centre) or
not. All linear species possess a C,, axis of rotation and an infinite number of o, planes; in (a), two such planes are shown and
these planes are omitted from (b) for clarity. Diagram (a) shows an asymmetrical diatomic belonging to the point group C.,, and
(b) shows a symmetrical diatomic belonging to the point group D_,.



Tetrahedron Octahedron Icosahedron

Fig. 3.8 The tetrahedron (74 symmetry), octahedron (O,
symmetry) and icosahedron (/, symmetry) possess four, six
and twelve vertices respectively, and four, eight and twenty
equilateral-triangular faces respectively.

We illustrate the application of Figure 3.10 with reference
to four worked examples, with an additional example in
Section 3.8. Before assigning a point group to a molecule,
its structure must be determined by, for example, microwave
spectroscopy, or X-ray, electron or neutron diffraction
methods.

Worked example 3.4 Point group assignments: 1

Determine the point group of trans-N,F,.

First draw the structure.

F

_/

N—N

/

F

Apply the strategy shown in Figure 3.10:

START —
Is the molecule linear? No
Does trans-N,F, have Ty,
O,, or I}, symmetry? No

Is there a C, axis? Yes; a C, axis perpendicular
to the plane of the paper
and passing through the
midpoint of the N—N bond
Are there two C, axes
perpendicular to the
principal axis? No
Is there a o}, plane
(perpendicular to the
principal axis)? Yes

== STOP

The point group is Coy,.

Self-study exercises
1. Show that the point group of cis-N,F, is C,,.
2. Show that the point group of E-CHCI=CHCl is Cy,.
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() (b)

(c) )

Fig. 3.9 The molecular structures of (a) Py, (b) B,Cly

(the B atoms are shown in blue), (¢) [W(CO)4] (the W
atom is shown in yellow and the C atoms in grey) and (d)
[B1,H»]*~ (the B atoms are shown in blue).

Worked example 3.5 Point group assignments: 2

Determine the point group of PFs.

First, draw the structure.

F
F
F_P\\\\\“
|
F

In the trigonal bipyramidal arrangement, the three equator-
ial F atoms are equivalent, and the two axial F atoms are
equivalent.

Apply the strategy shown in Figure 3.10:

START —
Is the molecule linear? No
Does PFs have Ty, Oy, or
I, symmetry? No

Yes; a C; axis containing the
P and two axial F atoms

Is there a C,, axis?

Are there three C, axes
perpendicular to the
principal axis?

Yes; each lies along a P—F,,
bond
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Assign T, O} or [,

TYes

Does the molecule have
T, O, or I, symmetry?

lNo

Is there a principal
C, axis?

Yes

Are there n C, axes
perpendicular to the
C, axis?

lNo

Is there a o plane

START HERE

No

<—— [s the molecule linear?

No
—> [s there a mirror plane?

lNo
Is there a centre of

inversion?

Yes Is there a g, plane

(perpendicular to the C, axis)?

lYes

Yes D,
— C

(perpendicular to the C, axis)? “nh

lNo

Are there n o planes

(containing the C, axis)?

Yes .
—> C

nv
No
—> C!I

Dmh
Yes
Yes Is there a centre of
inversion (Ssymmetry)?
lN o
Yes ) Cm\
— CS
Yes )
— Cl
No ;
—>
No No
__ 0y Arctheren g planes N0 _

(containing the C, axis)?

(These o planes are of

the o, type.)

chs

nd

Fig. 3.10 Scheme for assigning point groups of molecules and molecular ions. Apart from the cases of n = 1 or co, n most
commonly has values of 2, 3, 4, 5 or 6.

Is there a oy, plane
(perpendicular to the
principal axis)?

The point group is Dsy,.

Self-study exercises

Yes; it contains the P and
three Fq atoms.

== STOP

1. Show that BF; belongs to the D5, point group.

2. Show that OF, belongs to the C,, point group.

Worked example 3.6 Point group assignments: 3

To what point group does POCI; belong ?

The structure of POCl; is:
O

P,

a” \ el

Cl

Apply the strategy shown in Figure 3.10:

START =

Is the molecule linear?
Does POCI; have Ty, Oy, or
I;, symmetry?

Is there a C,, axis?

Are there 3 C, axes
perpendicular to the
principal axis?

Is there a oy, plane
(perpendicular to the
principal axis)?

Are there n o, planes
(containing the principal
axis)?

The point group is Cs,.

No

No (remember that
although this molecule is
loosely considered as
being tetrahedral in
shape, it does not
possess tetrahedral
symmetry)

Yes; a C; axis

running along the O—P
bond

No
Yes; each contains the
one Cl and the O and P
atoms

—— STOP



Self-study exercises

1. Show that CHCI; possesses C3, symmetry, but that CCly
belongs to the 7; point group.

2. Assign point groups to (a) [NH,]™ and (b) NH;.
[4ns. (a) Ty; (b) Gy,

Worked example 3.7 Point group assignments: 4

Three projections of the cyclic structure of Sg are shown below;
all S—S bond distances are equivalent, as are all S—S—S bond
angles. To what point group does Sg belong?

(b)

(a) (c)

Follow the scheme in Figure 3.10:

START —
Is the molecule linear? No
Does Sg have Ty, Oy, or I,
symmetry? No

Is there a C, axis? Yes; a C,4 axis running
through the centre of the
ring; perpendicular to the
plane of the paper in
diagram (a)

Are there 4 C, axes
perpendicular to the principal
axis?

Is there a oy, plane
(perpendicular to the
principal axis)? No

Are there n o4 planes Yes; these are most easily
(containing the principal seen from diagrams (a)
axis)? and (c)

Yes; these are most easily
seen from diagram (c)

= STOP

The point group is Dgq.

Self-study exercises

1. Copy diagram (a) above. Show on the figure where the C, axis
and the four C, axes lie.
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2. S has the chair conformation shown in Box 1.1. Confirm that
this molecule contains a centre of inversion.

3.5 Character tables: an introduction

While Figure 3.10 provides a point group assignment using
certain diagnostic symmetry elements, it may be necessary
to establish whether any additional symmetry elements are
exhibited by a molecule in a given point group.

Each point group has an associated character table, and
that for the C,, point group is shown in Table 3.2. The
point group is indicated at the top left-hand corner and the
symmetry elements possessed by a member of the point
group are given across the top row of the character table.
The H,0 molecule has C,, symmetry and when we looked
at the symmetry elements of H,O in Figure 3.3, we labelled
the two perpendicular planes. In the character table, taking
the z axis as coincident with the principal axis, the o, and
o,' planes are defined as lying in the xz and yz planes, respec-
tively. Placing the molecular framework in a convenient
orientation with respect to a Cartesian set of axes has
many advantages, one of which is that the atomic orbitals
on the central atom point in convenient directions. We
return to this in Chapter 4.

Table 3.3 shows the character table for the C;, point
group. The NH; molecule possesses C;, symmetry, and
worked example 3.2 illustrated the principal axis of rotation
and planes of symmetry in NH;. In the character table, the
presence of three o, planes in NHj is represented by the
notation ‘3¢,” in the top line of the table. The notation
“2C;” summarizes the two operations C} and C3. The opera-
tion C3 is equivalent to the identity operator, E, and so is not
specified again.

Figure 3.4 showed the proper axes of rotation and planes
of symmetry in the square planar molecule XeF,. This has
Dy, symmetry. The Dy, character table is given in Appendix
3, and the top row of the character table that summarizes the
symmetry operations for this point group is as follows:

D4h E 2C4 C2 2C2' 2C2” i 2S4 On 2O'V 20'd

Table 3.2 The character table for the C,, point group. For
more character tables, see Appendix 3.

C2v E C2 gy (xz) Crv' (yz)

A, 1 1 1 1 z X272
Ay 1 - -1 R. Xy

B, 1 —1 1 -1 X, R, X, XZ

B, -1 -l 1 Ry yyz




90 Chapter 3 e An introduction to molecular symmetry

Table 3.3 The character table for the C;, point group. For
more character tables, see Appendix 3.

C3V E 2C3 30’V

4, |1 1 1|z
4, 11 -1 |&R o
()C, y) (R,w Rl) ()C -y, Xy) (XZ’ yZ)

X+ yz, 2

In Figure 3.4 we showed that a C, axis is coincident with the
C, axis in XeF,. The C, operation is equivalent to C7. The
character table summarizes this information by stating
2C, Cy’, referring to Cj and C3, and C3 = C,. The opera-
tion C§ is taken care of in the identity operator E. The two
sets of C, axes that we showed in Figure 3.4 and labelled
as C,' and C," are apparent in the character table, as are
the oy, two o, and two g4 planes of symmetry. The symmetry
operations that we did not show in Figure 3.4 but that are
included in the character table are the centre of symmetry,
i, (which is located on the Xe atom in XeF,), and the S,
axes. Each S, operation can be represented as (Cy X oy,).

The left-hand column in a character table gives a list of
symmetry labels. These are used in conjunction with the
numbers, or characters, from the main part of the table to
label the symmetry properties of, for example, molecular
orbitals or modes of molecular vibrations. As we shall see
in Chapter 4, although the symmetry labels in the character
tables are upper case (e.g. 4;, E, T,,), the corresponding
symmetry labels for orbitals are lower case (e.g. a;, e, ).
In Chapter 4, we use character tables to label the symmetries
of orbitals, and to understand what orbital symmetries are
allowed for a molecule possessing a particular symmetry.

Appendix 3 gives character tables for the most commonly
encountered point groups, and each table has the same
format as those in Tables 3.2 and 3.3.

3.6 Why do we need to recognize
symmetry elements?

So far in this chapter, we have described the possible sym-
metry elements that a molecule might possess and, on the
basis of these symmetry properties, we have illustrated how
a molecular species can be assigned to a particular point
group. Now we address some of the reasons why the
recognition of symmetry elements in a molecule is important
to the inorganic chemist.

Most of the applications of symmetry fall into one of the
following categories:

e constructing molecular and hybrid orbitals (see Chapter
4);

e interpreting spectroscopic (e.g. vibrational and electronic)
properties;

e determining whether a molecular species is chiral.

The next two sections deal briefly with the consequences of
symmetry on observed bands in infrared spectra and with
the relationship between molecular symmetry and chirality.
In Chapter 20, we consider the electronic spectra of octa-
hedral and tetrahedral d-block metal complexes and discuss
the effects that molecular symmetry has on electronic
spectroscopic properties.

3.7 Infrared spectroscopy

The discussion that follows is necessarily selective and is
pitched at a simplistic level. Although in this section we
derive the number of vibrational modes for some simple
molecules, for more complicated species it is necessary to
use character tables. The reading list at the end of the chapter
gives sources of detailed discussions of the relationship
between group theory and normal modes of vibration.

Infrared (IR) and Raman (see Box 3.1) spectroscopies
are branches of vibrational spectroscopy and the former
technique is the more widely available of the two in student
teaching laboratories.

How many vibrational modes are there for a
given molecular species?

Vibrational spectroscopy is concerned with the observation
of the degrees of vibrational freedom, the number of which
can be determined as follows. The motion of a molecule
containing n atoms can conveniently be described in terms
of the three Cartesian axes; the molecule has 3n degrees of

freedom which together describe the translational, vibrational

and rotational motions of the molecule.

The translational motion of a molecule (i.e. movement
through space) can be described in terms of three degrees
of freedom relating to the three Cartesian axes. If there are
3n degrees of freedom in total and three degrees of freedom
for translational motion, it follows that there must be
(3n — 3) degrees of freedom for rotational and vibrational
motion. For a non-linear molecule there are three degrees
of rotational freedom, but for a linear molecule, there are
two degrees of rotational freedom. This difference arises
because there is no rotation about the molecular axis in a
linear molecule. Having taken account of translational and
rotational motion, the number of degrees of vibrational
freedom can be determined (equations 3.5 and 3.6).

Number of degrees of vibrational freedom for a

non-linear molecule = 3n — 6 (3.5)
Number of degrees of vibrational freedom for a
linear molecule = 3n — 5 (3.6)

For example, from equation 3.6, the linear CO, molecule has
four normal modes of vibration and these are shown in Figure
3.11. Two of the modes are degenerate; i.e. they possess the
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Box 3.1 Raman spectroscopy

Infrared and Raman spectroscopies are both concerned with
the study of molecular vibrations, and while IR spectroscopy
is used routinely in the practical laboratory, Raman spectro-
scopy is a more specialized technique. When radiation of a
particular frequency, v (usually from a laser source), falls
on a molecule, some radiation is scattered. The scattered
radiation is of two types:

e Rayleigh scattering involves radiation of frequency, v,
equal to that of the incident radiation, and

e Raman scattering involves radiation of frequencies vy & v
where v is a fundamental frequency of a vibrational mode
of the molecule.

The selection rules for Raman and IR active vibrations are
different. A vibrational mode is Raman active if the polarizabil-
ity of the molecule changes during the vibration. Changes in
polarizability (for Raman spectra) are not as easy to
visualize as changes in electric dipole moments (for IR
spectra) and in most cases it is necessary to use group theory
to determine whether or not a mode will be Raman active.

A combination of IR and Raman spectroscopic data is
often of great use. Molecules with a centre of symmetry are

same energy and could be represented in a single diagram
with the understanding that one vibration occurs in the
plane of the paper and another, identical in energy, takes
place in a plane perpendicular to the first.

Self-study exercises

1. Using VSEPR theory to help you, draw the structures of
CFy4, XeF4 and SF,4. Assign a point group to each molecule.
Show that the number of degrees of vibrational freedom is
independent of the molecular symmetry.

[Ans. Tg; Days Coy ]

2. Why do CO, and SO, have a different number of degrees of
vibrational freedom?

3. How many degrees of vibrational freedom do each of the
following possess: SiCly, BrF;, POCl;? [Ans. 95 6; 9]

(b) Asymmetric stretch
IR active (2349cm™)

(a) Symmetric stretch
IR inactive

subject to the rule of mutual exclusion which states that in
such a molecule, a vibrational mode which is IR active is
Raman inactive, and vice versa. Thus, for a molecule with
an inversion centre, a ‘missing’ absorption in the IR spectrum
may be observed in the Raman spectrum. However, the pre-
sence of symmetry elements other than the inversion centre
does result in some exceptions to the rule of mutual exclusion
and it must be applied with caution. We exemplify the rule
with reference to CO, (Figure 3.11). The two vibrational
modes which are asymmetric with respect to the inversion
centre (i.e. the carbon atom) are IR active and Raman inac-
tive, while the symmetric stretch is IR inactive but Raman
active. Thus, the value of 1333c¢cm™" for this latter vibration
can be confirmed from a Raman spectrum.

For more detailed accounts of the Raman effect, see:
E.A.V. Ebsworth, D.W.H. Rankin and S. Cradock (1991)
Structural Methods in Inorganic Chemistry, 2nd edn,
Blackwell Scientific Publications, Oxford, Chapter 5.
K. Nakamoto (1997) Infrared and Raman Spectra of
Inorganic and Coordination Compounds, 5th edn, Wiley,
New York.

Selection rule for an infrared active mode of
vibration

One of the important consequences of precisely denoting
molecular symmetry is seen in infrared spectroscopy. An
IR spectrum records the frequency of a molecular vibration,
but not all modes of vibration of a particular molecule give
rise to observable absorption bands in the IR spectrum.
This is because the following selection rule must be obeyed:

for a vibrational mode to be IR active, it must give rise to a

change in the molecular dipole moment (see Section 1.16).

For a mode of vibration to be infrared (IR) active, it must
give rise to a change in the molecular electric dipole moment.

In the discussions of IR spectroscopy that follow, we are
concerned only with fundamental absorptions, these being
the dominant features of IR spectra.

(¢) Bend (deformation)
IR active (667cm ™)

(d) Bend (deformation)
IR active (667cm ™)

Fig. 3.11 The vibrational modes of CO, (Dy,); in each mode of vibration, the carbon atom remains stationary. Vibrations (a)
and (b) are stretching modes. Bending mode (c) occurs in the plane of the paper, while bend (d) occurs in a plane perpendicular
to that of the paper; the + signs designate motion towards the reader. The two bending modes require the same amount of energy

and are therefore degenerate.
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Symmetric stretch
IR active (1151 cm1)

Fig. 3.12 The vibrational modes of SO, (C»,).

The transition from the vibrational ground state to the first
excited state is the fundamental transition.

Linear (D or C..,) and bent (C,,) triatomic
molecules

We can readily illustrate the effect of molecular symmetry on
molecular dipole moments, and thus on infrared active
modes of vibration, by considering the linear molecule
CO,. The two C—O bond distances are equal (116 pm) and
the molecule is readily identified as being ‘symmetrical’;
strictly, CO, possesses D, symmetry. As a consequence
of its symmetry, CO, is non-polar. Although both the
asymmetric stretch and the bend (Figure 3.11) give rise to
a change in dipole moment (generated transiently as the
vibration occurs), the symmetric stretch does not. Thus,
only two fundamental absorptions are observed in the IR
spectrum of CO,.

Now consider SO, which is a bent molecule (C,,). Figure
3.12 shows the three normal modes of vibration; a// give rise
to a change in molecular dipole moment and are therefore
IR active. A comparison of these results for CO, and SO,
illustrates that vibrational spectroscopy can be used to
determine whether an X5 or XY, species is linear or bent.

Linear molecules of the general type XYZ (e.g. OCS or
HCN) possess C,,, symmetry and their IR spectra are
expected to show three absorptions; the symmetric stretch-
ing, asymmetric stretching and bending modes are all IR
active. In a linear molecule XYZ, provided that the atomic
masses of X and Z are significantly different, the absorptions
observed in the IR spectrum can be assigned to the X-Y
stretch, the Y-Z stretch and the XYZ bend. The reason
that the stretching modes can be assigned to individual
bond vibrations rather than to a vibration involving the
whole molecule is that each of the symmetric and asymmetric
stretches is dominated by the stretching of one of the two
bonds. For example, absorptions at 3311, 2097 and
712ecm™" in the IR spectrum of HCN are assigned to
the H-C stretch, the C=N stretch and the HCN bend,
respectively.

A stretching mode is designated by the symbol v, while a
deformation (bending) is denoted by 6.
For example, v stands for the stretch of a C—O bond.

Asymmetric stretch
IR active (1362cm1)

Scissoring (symmetric bend)
IR active (518cm™1)

Worked example 3.8 Infrared spectra of triatomic

molecules

The IR spectrum of SnCl, exhibits absorptions at 352, 334 and
120cm ' What shape do these data suggest for the molecule,
and is this result consistent with VSEPR theory?

For linear SnCl, (D), the asymmetric stretch and the
bend are IR active, but the symmetric stretch is IR inactive
(no change in molecular dipole moment).

For bent SnCl,, C,,, the symmetric stretching, asymmetric
stretching and scissoring modes are all IR active.

The data therefore suggest that SnCl, is bent, and this is
consistent with the VSEPR model since there is a lone pair
in addition to two bonding pairs of electrons:

AN

Cl Cl

Self-study exercises

1. The vibrational modes of XeF, are at 555, 515 and 213 em™!
but only two are IR active. Explain why this is consistent
with XeF, having a linear structure.

2. How many IR active vibrational modes does CS, possess, and
why? Hint: CS, is isostructural with CO,.

3. The IR spectrum of SF, has absorptions at 838, 813 and
357cem~ L. Explain why these data are consistent with SF,
belonging to the C,, rather than D_, point group.

4. To what point group does F,O belong? Explain why the vibra-
tional modes at 928, 831 and 461 em ! are all IR active.
[AnS. Cz,v ]

XY3 molecules with D, or G, symmetry

A molecule of the type XY; with D3, symmetry undergoes
the normal modes of vibration shown in Figure 3.13.
The symmetric stretch is not accompanied by a change in
molecular dipole moment and is not IR active. The remain-
ing three normal modes are IR active and so molecules
such as SO;, BF; and BCl; exhibit three absorptions in



+

Symmetric stretch
IR inactive

Symmetric deformation
IR active (498cm ™)
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Asymmetric deformation
IR active (530cm ™)
Doubly degenerate mode

Asymmetric stretch
IR active (1391cm™)
Doubly degenerate mode

Fig. 3.13 The vibrational modes of SO; (Dj3y); only three are IR active. The + and — notation is used to show the ‘up’ and
‘down’ motion of the atoms during the mode of vibration. [Exercise: Two of the modes are labelled as being degenerate: why

is this?]

their IR spectra. The IR spectra of anions such as [NOs]~
and [CO;]*~ may also be recorded, but the counterion may
also give rise to IR spectroscopic bands. Therefore, simple
salts such as those of the alkali metals are chosen because
they give spectra in which the bands can be assigned to the
anion.

A set of normal modes of vibration similar to those shown
in Figure 3.13 can also be drawn for a C;, XY species such
as NH;, PCly, AsF, [H;0]" or [SO;*". Each mode is IR
active and so we expect to observe four absorptions in the
IR spectrum of such a species.

Differences in the IR spectra of XY; molecules possessing
C3, or Dy, symmetry is a method of distinguishing between
these structures. Further, XY3; molecules with T-shaped
structures (e.g. CIF;) belong to the C,, point group, and
vibrational spectroscopy may be used to distinguish their
structures from those of Cs, or D3, XY3 species.

Fax

|

Cl— Feq

|

Fax
See also Figure 1.30

(3.10)

For the C,, molecules CIF; (3.10) or BrFj, there are six
normal modes of vibration, approximately described as
equatorial stretch, symmetric axial stretch, asymmetric
axial stretch and three deformation modes. All six modes
are IR active.

Self-study exercises

1. The IR spectrum of BF; shows absorptions at 480, 691 and
1449 cm ™. Use these data to decide whether BF; has Cj, or
D5, symmetry. |Ans. D3 |

2. In the IR spectrum of NFj3, there are four absorptions. Why is
this consistent with NF; belonging to the C;, rather than D5,
point group?

3. The IR spectrum of BrF; in an argon matrix shows six absorp-
tions. Explain why this observation confirms that BrF; cannot
have C3, symmetry.

XY, molecules with Ty or Dy, symmetry

An XY, molecule with T4 symmetry has nine normal modes
of vibration (Figure 3.14) but only six of them are IR
active. The IR spectra of species such as CCly, TiCly,
0s0,, [C10,]” and [SO,]*~ exhibit rnwo absorptions because
of degeneracies.

There are nine normal modes of vibration for a square
planar (Dg4,) XY4 molecule but, as can be seen from Figure
3.15, there are only three IR absorptions. Among com-
pounds of the p-block elements, Dy, XY, structures are
rare; the observation of absorptions at 586, 291 and
161 cm™" in the IR spectrum of XeF, is consistent with the
structure predicted by VSEPR theory.

Self-study exercises

1. The IR spectrum of gaseous Zrl, shows absorptions at 55 and
254cm !, Explain why this observation is consistent with
molecules of Zrl, having 7y symmetry.

2. The [PdCl,)* ion gives rise to three absorptions in its IR spec-
trum (150, 321 and 161 cm™'). Rationalize why this provides
evidence for a Dy, rather than 7, structure.

3. SiH,Cl, is described as having a tetrahedral structure;
SiH,Cl, has eight IR-active vibrations. Comment on these
statements.
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Symmetric stretch

IR inactive IR inactive

Deformation (doubly degenerate)

Stretch (triply degenerate)
IR active (3019 cm™)

Deformation (triply degenerate)
IR active (1306 cm™)

Fig. 3.14 The vibrational modes of CH, (Ty), only two of which are IR active.

Observing IR spectroscopic absorptions:
practical problems

We have just described how to establish the number of
vibrational degrees of freedom for a simple molecule with
n atoms, how to deduce the total number of normal modes
of vibration, and so determine the number of absorptions
expected in its IR spectrum. Our premise for using IR
spectroscopy to distinguish between, for example, an XY;
molecule having Cs, or D3, symmetry, depends upon being
able to observe all the expected absorptions. However, a
‘normal’ laboratory IR spectrometer only spans the range
between 4000 and 200cm ™" and so if the vibration in ques-
tion absorbs outside this range, the corresponding band
will remain unobserved. An example is [PtCl,]*~ (Figure

IR inactive IR inactive

IR active
147cm™!

IR active
313 (doubly degenerate) cm ™!

3.15) where two of the three IR active vibrational modes
are below 200cm™"; a specialized far-infrared spectrometer
may be used to observe such absorptions.

Samples for IR spectroscopy are often prepared in cells with
optical windows which themselves absorb within the 4000 and
200cm ' range; common materials are NaCl and KBr and
these materials ‘cut off’ at 650 and 385cm ™" respectively with
the effect that absorptions (due to the sample) below these
values are masked by the absorption due to the optical win-
dow. ‘Solution cells’ are used, not only for neat liquid samples
but for solutions of the sample in a suitable solvent. This adds a
further problem, since absorptions due to the solvent may mask
those of the sample; in regions of strong solvent absorption, the
transmitted radiation is essentially zero and so no absorptions
at frequencies due to the sample may be detected.

IR inactive IR inactive

IR active
165 (doubly degenerate) cm™

Fig. 3.15 The vibrational modes of [PtCL*~ (Dyy); only the three modes (two of which are degenerate) shown in the lower row
are IR active. The + and — notation is used to show the ‘up’ and ‘down’ motion of the atoms during the mode of vibration.
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Mirror plane
through
which molecule
(a) is reflected

A-enantiomer

A-enantiomer

Mirror plane

through

which molecule

is reflected

(b)

Fig. 3.16 A pair of enantiomers consists of two molecular species which are mirror images of each other and are non-
superposable. (a) Helical Se,, has either a right- or left-handedness. (b) The six-coordinate complex [Cr(acac);] contains
three identical didentate, chelating ligands; the labels A and A describe the absolute configuration of the molecule (see Box 3.2).

3.8 Chiral molecules

A molecule is chiral if it is non-superposable on its mirror
. i
image.

" This definition is taken from Basic Terminology of Stereochemistry:
IUPAC Recommendations 1996 (1996) Pure and Applied Chemistry,
vol. 68, p. 2193.

Helical chains such as Se., (Figure 3.16a) may be right- or
left-handed and are chiral. Six-coordinate complexes such
as [Cr(acac)s] ([acac], see Table 6.7) in which there are
three didentate chelating ligands also possess non-super-
posable mirror images (Figure 3.16b). Chiral molecules can
rotate the plane of plane-polarized light (Figure 3.17). This
property is known as optical activity and the two mirror
images are known as optical isomers or enantiomers.
Enantiomers rotate the light to equal extents, but in opposite
directions, the dextrorotatory (d) enantiomer to the right
and the laevorotatory (/) to the left (see Box 3.2). The
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Plane-polarized light

Plane-polarized light
after rotation of the
plane through a°

Direction of
wave propagation

Polarimeter tube
containing a solution
of a chiral compound

Fig. 3.17 One enantiomer of a chiral compound rotates the
plane of polarized light through a characteristic angle, «°; the
instrument used to measure this rotation is called a
polarimeter. The direction indicated (a clockwise rotation as
we view the light as it emerges from the polarimeter) is
designated as +a°. The other enantiomer of the same
compound would rotate the plane of polarized light through
an angle —a°.

CHEMICAL AND THEORETICAL BACKGROUND

amount of rotation and its sign depend upon the wavelength
of the incident light. At this point, we note that the observa-
tion of optical activity depends upon chemical properties of
the chiral molecule; if the two enantiomers interconvert
rapidly to give an equilibrium mixture containing equal
amounts of the two forms, no overall rotation occurs. A
mixture of equal amounts of two enantiomers is called a
racemate or racemic mixture. Chiral complexes and the
separation of enantiomers are discussed further in Section
19.8.

The rotation, o, may be measured in an instrument called a
polarimeter (Figure 3.17). In practice, the amount of rotation
depends upon the wavelength of the light, temperature and
the concentration of compound present in solution. The speci-

fic rotation, [a], for a chiral compound in solution is given by

equation 3.7. Light of a single frequency is used for specific
rotation measurements and a common choice is the sodium
D-line in the emission spectrum of atomic sodium; the specific
rotation at this wavelength is denoted as [«]p.

[o] =

Texdt

[0}

(3.7)

in which oo = observed rotation, ¢ = path length of solution
in the polarimeter (in dm) and ¢ = concentration (in gcm>).

Box 3.2 Nomenclature of chiral compounds

The nomenclature of chiral compounds is complicated.
Historically, compounds were described in terms of the
sign of the rotation of plane-polarized light; the rotation
was denoted (+) or d for dextrorotatory, and (—) or / for
laecvorotatory. The sign and magnitude of rotation are
often dependent on the wavelength of light and this was
incorporated in the descriptor: (—)sg9 or (—)p (Where D
stands for the sodium D-line at a wavelength of 589 nm).
Whilst this system is useful provided that the wavelength is
specified, it is purely defined in terms of an observable (the
rotation); there is no direct relationship with the absolute
configuration of the molecule.

This problem was first addressed in organic chemistry
where a chosen reference compound, glyceraldehyde, was
arbitrarily assigned, one absolute configuration to the (+)
and the other to the (—) enantiomer. The (+) form was
assigned a D absolute configuration and the (—) form, an L
configuration. Chemical transformations between organic
molecules then allowed the assignment of D or L absolute
configurations to be related to the arbitrarily assigned glycer-
aldehyde configuration. A consequence is that, for many
organic molecules, the (—) enantiomer may possess a D (not
an 1) configuration! Additionally, it is not always easy to
relate a D or L configuration of a highly complicated organic
molecule back to the configuration of glyceraldehyde. As a
matter of interest, the original arbitrarily assigned configura-
tion to (+)-(p) glyceraldehyde has been shown to be correct
by anomalous dispersion X-ray experiments.

In order to describe the absolute configuration of an organic
molecule, the Cahn-Ingold—Prelog system was introduced.
The descriptors R and S refer to the absolute arrangement
of the groups about a centre. A complete description of a
molecule will include both the sign of the rotation and the
absolute configuration, e.g. (+)sgo-(R).

Unfortunately, the Cahn-Ingold-Prelog rules are not
directly applicable to most inorganic systems. For
example, the three chelating ligands in [Cr(en)3]3Jr (en =
H,NCH,CH,NH,) are identical and ‘priorities’ (an integral
part of the Cahn—Ingold—Prelog rules) cannot be assigned to
individual nitrogen-donor atoms. Descriptions based upon
the observable rotation are, of course, useful, for example,
(4)sgo-[Cr(en)s]*" and (—)sgo-[Cr(en);]*". However, these
convey no information about the absolute configurations
of the complexes.

A number of schemes have been introduced to describe
the configurations of such compounds, the most useful of
which is the [UPAC recommended A and A system. This is
exemplified in Figure 3.16b with the structures of the
enantiomers of [Cr(acac)s].

For further discussion: see Box 19.2 and Section 19.8.

Further reading

Basic Terminology of Stereochemistry: IUPAC Recommenda-
tions 1996 (1996) Pure and Applied Chemistry, vol. 68,
p- 2193.



The importance of chirality is clearly seen in, for example,
dramatic differences in the activities of different enantiomers
of chiral drugs."

A helical chain such as Se,, is easy to recognize, but it is
not always such a facile task to identify a chiral compound
by attempting to convince oneself that it is, or is not, non-
superposable on its mirror image. Symmetry considerations
come to our aid: a chiral molecular species must lack an
improper (S,) axis of symmetry.

A chiral molecule lacks an improper (S,) axis of symmetry.

Another commonly used criterion for identifying a
chiral species is the lack of an inversion centre, i, and plane
of symmetry, o. However, both of these properties are
compatible with the criterion given above, since we can rewrite
the symmetry operations i and o in terms of the improper
rotations S, and S; respectively. (See problem 3.25 at the
end of the chapter.) However, a word of caution: there are a
few species that are non-chiral (achiral) despite lacking an
inversion centre, i, and plane of symmetry, o.

Worked example 3.9 Chiral species

The oxalate ligand, [C204]27, is a didentate ligand and the
structure of the complex ion [Fe(ox)3]3’ is shown below. The
view in the right-hand diagram is along one O—Fe—O axis.
Confirm that the point group to which the ion belongs is D;
and that members of this point group are chiral.

(a) (b)

Using the scheme in Figure 3.10:

START ——
Is the molecular ion linear? No
Does it have Ty, Oy, or I,
symmetry? No

Is there a C,, axis? Yes; a C; axis;
perpendicular to the
plane of the paper in

diagram (a)

T A relevant article is: E. Thall (1996) Journal of Chemical Education,
vol. 73, p. 481 — “When drug molecules look in the mirror’.
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Are there 3 C, axes
perpendicular to the principal
axis?

Is there a oy, plane
(perpendicular to the
principal axis)? No
Are there n o4 planes

(containing the principal

axis)? No

Yes; one runs vertically
through the Fe centre in
diagram (b)

= STOP

The point group is Ds.

No centre of symmetry or planes of symmetry have
been identified and this alone is sufficient to confirm that
molecular species in the D3 point group are chiral.

Self-study exercise

By referring to the character table (Appendix 3) for the D5 point
group, confirm that the symmetry elements of the D; point group
do not include #, o or S, axis.

Glossary

The following terms have been introduced in this chapter.
Do you know what they mean?
symmetry element

symmetry operator

identity operator (E)

rotation axis (C,)

plane of reflection (o}, o, or gy)
centre of symmetry or inversion centre (7)
improper rotation axis (S,,)

point group

translational degrees of freedom
rotational degrees of freedom
vibrational degrees of freedom
normal mode of vibration

degenerate modes of vibration
selection rule (for an IR-active mode)
fundamental absorption

chiral species

enantiomer (optical isomer)

racemic mixture

specific rotation

oooo0o00o0o00000O0O0OO0O0O0O0O

Further reading

Symmetry and group theory
P.W. Atkins, M.S. Child and C.S.G. Phillips (1970) Tables for
Group Theory, Oxford University Press, Oxford — A set of
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character tables with useful additional notes and symmetry
diagrams.

R.L. Carter (1998) Molecular Symmetry and Group Theory,
Wiley, New York — An introduction to molecular symmetry
and group theory as applied to chemical problems including
vibrational spectroscopy.

F.A. Cotton (1990) Chemical Applications of Group Theory, 3rd
edn, Wiley, New York — A more mathematical treatment of
symmetry and its importance in chemistry.

G. Davidson (1991) Group Theory for Chemists, Macmillan,
London — An excellent introduction to group theory with
examples and exercises.

J.E. Huheey, E.A. Keiter and R.L. Keiter (1993) Inorganic Chem-
istry: Principles of Structure and Reactivity, 4th edn, Harper
Collins, New York — Chapter 3 provides a useful, and readable,
introduction to symmetry and group theory.

S.F.A. Kettle (1985) Symmetry and Structure, Wiley, Chichester
— A detailed, but readable, account of symmetry and group
theory.

J.S. Ogden (2001) Introduction to Molecular Symmetry, Oxford
University Press, Oxford — An Oxford Chemistry Primer that
provides a concise introduction to group theory and its
applications.

A. Rodger and P.M. Rodger (1995) Molecular Geometry,
Butterworth-Heinemann, Oxford — A useful, clear text for
student use.

Problems

Some of these questions require the use of Figure 3.10

3.1 Give the structures of the following molecules: (a) BCls;
(b) SO,; (¢) PBr3; (d) CS»; (¢) CHF5. Which molecules are
polar?

3.2 In group theory, what is meant by the symbols (a) E, (b) o,
(c) C, and (d) S,,? What is the distinction between planes
labelled oy, oy, 0,' and o4?

3.3 For each of the following two-dimensional shapes,
determine the highest order rotation axis of symmetry.

D

(b)

(a) © (d)

3.4 Draw the structure of SO, and identify its symmetry
properties.

3.5 The structure of H,O, was shown in Figure 1.16. Apart
from the operator E, H,O, possesses only one other
symmetry operator. What is it?

3.6 By drawing appropriate diagrams, illustrate the fact that
BF; possesses a 3-fold axis, three 2-fold axes, and four

D.F. Shriver and P.W. Atkins (1999) Inorganic Chemistry, 3rd
edn, Oxford University Press, Oxford — Contains a clear
and concise introduction to symmetry and symmetry-related
topics.

A.F. Wells (1984) Structural Inorganic Chemistry, 5th edn,
Oxford University Press, Oxford — A definitive work on
structural inorganic chemistry; Chapter 2 gives a concise
introduction to crystal symmetry.

Infrared spectroscopy

E.A.V. Ebsworth, D.W.H. Rankin and S. Cradock (1991)
Structural Methods in Inorganic Chemistry, 2nd edn, Black-
well Scientific Publications, Oxford — Chapter 5 deals with
vibrational spectroscopy in detail.

S.F.A. Kettle (1985) Symmetry and Structure, Wiley, Chichester
— Chapter 9 deals with the relationship between molecular
symmetry and molecular vibrations.

K. Nakamoto (1997) Infrared and Raman Spectra of Inorganic
and Coordination Compounds, 5th edn, Wiley, New York —
Part A: Theory and Applications in Inorganic Chemistry —
An invaluable reference book for all practising experimental
inorganic chemists, and including details of normal coordi-
nate analysis.

planes of symmetry. Give appropriate labels to these
symmetry elements.

3.7 Using the answer to problem 3.6 to help you, deduce which
symmetry elements are lost on going from (a) BF; to
BCIF, and (b) BCIF, to BBrCIF. (¢) Which symmetry
element (apart from E) is common to all three molecules?

3.8 Which of the following molecules or ions contain (a) a Cs
axis but no oy, plane, and (b) a C; axis and a o}, plane: NHj;
SO;; PBry; AICl5; [SO,*; [NO5]?

3.9  Which of the following molecules contains a C, axis and a
oy, plane: CCly: [IC1,]™; [SO4)*; SiF,; XeF,?

3.10 How many mirror planes do each of the following
molecules contain: (a) SFy; (b) H,S; (c) SFg; (d) SOF,;
(e) SO,; () SO3?

3.11 (a) What structure would you expect Si,Hg to possess?
(b) Draw the structure of the conformer most favoured in
terms of steric energy. (c) Does this conformer possess an
inversion centre? (d) Draw the structure of the conformer
least favoured in terms of steric energy. (¢) Does this
conformer possess an inversion centre?

3.12 Which of the following species contain inversion centres?
(a) BF3; (b) SiFy; (c) XeFy; (d) PFs; (e) [XeFs] ; (f) SFg;
(8) GFy4; (h) H,C=C=CH,.

3.13 Explain what is meant by an co-fold axis of rotation.

3.14 To which point group does NF; belong?



3.15

3.16

3.17

3.18

3.19

3.20

3.21

3.22

3.23

3.24

3.25

The point group of [AuCl,]™ is D_,. What shape is this
ion?

Determine the point group of SFsClL.

The point group of BrF; is Cy,. Draw the structure of BrF;
and compare your answer with the predictions of VSEPR
theory.

In worked example 1.14, we predicted the structure of the
[XeFs]™ ion. Confirm that this structure is consistent with
Ds, symmetry.

Assign a point group to each member in the series (a) CCly,
(b) CCl1F, (¢) CCl,F,, (d) CCIF; and (e¢) CFy.

(a) Deduce the point group of SF,. (b) Is SOF, in the same
point group?

Which of the following point groups possesses the highest
number of symmetry elements: (a) Oy; (b) Ty; (¢) I;,?

Determine the number of degrees of vibrational freedom
for each of the following: (a) SO,; (b) SiHy; (c) HCN; (d)
Hzo, (e) BF3

How many normal modes of vibration are IR active for
(a) H,O, (b) SiF,, (c) PCls, (d) AICL3, (¢) CS; and (f) HCN?

Explain what is meant by the terms (a) chiral;
(b) enantiomer; (c) helical chain.

Confirm that the symmetry operation of (a) inversion is
equivalent to an S, improper rotation, and (b) reflection
through a plane is equivalent to an S; improper
rotation.

Web-based problems

These problems are designed to introduce you to the
website that accompanies this book. Visit the website:
www.pearsoned.co.uk/housecroft

and then navigate to the Student Resources site for Chapter
3 of the 2nd edition of Inorganic Chemistry by Housecroft
and Sharpe.

3.26

Open the structure file for problem 3.26: this is the
structure of PFs. (a) Orientate the structure so that you are
looking down the Cs axis. Where is the oy, plane with
respect to this axis? (b) Locate three C, axes in PFs.

3.27

3.28

3.29

3.30

3.31
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(c) Locate three o, planes in PF5. (d) To what point group
does PF5 belong?

Open the structure file for problem 3.27 which shows

the structure of NH,Cl. (a) How many planes of
symmetry does NH,Cl possess? (b) Does NH,Cl possess
any axes of rotation? (c) Confirm that NH,ClI belongs to
the C, point group. (d) Detail what is meant by the
statement: ‘On going from NH; to NH,Cl, the symmetry
is lowered’.

Open the structure file for problem 3.28: this shows the
structure of OsOy,, which has Ty symmetry. (a) Orientate
the molecule so that you are looking down an O-Os bond,
O atom towards you. What rotation axis runs along this
bond? (b) The character table for the Ty point group shows
the notation ‘8C3’. What does this mean? By manipulating
the structure, perform the corresponding symmetry
operations on OsOy.

Open the structure file for problem 3.29: this shows the
structure of [Co(en);]*" where en stands for the didentate
ligand H,NCH,CH,NH,; the H atoms are omitted from
the structure. The complex [Co(en);]** is generally
described as being octahedral. Look at the character table
for the Oy, point group. Why does [Co(en);]** not possess
O, symmetry? What does this tell you about the use of the
word ‘octahedral’ when used a description of a complex
such as [Co(en);]**2

Open the structure file for problem 3.30: this shows the
structure of C,Clg in the preferred staggered
conformation. (a) Orientate the structure so you are
looking along the C—C bond. You should be able to see six
Cl atoms forming an apparent hexagon around two
superimposed C atoms. Why is the principal axis a C5 axis
and not a Cg axis? (b) Explain why an Sy axis is coincident
with the Cj axis. (¢) By referring to the appropriate
character table in Appendix 3, confirm that C,Clg has D3y
symmetry.

Open the structure file for problem 3.31: this shows the
structure of a-P,;S;. (a) Orientate the structure so that the
unique P atom is closest to you and the P; triangle
coincides with the plane of the screen. You are looking
down the principal axis of a-P4S;. What type of axis is it?
(b) Show that the molecule does not have any other axes of
rotation. (c) How many planes of symmetry does the
molecule possess? Are they o, o}, or o4 planes?

(d) Confirm that «-P,4S; belongs to the C;, point group.



Chapter

Bonding in polyatomic molecules

TOPICS

Hybridization of atomic orbitals
Molecular orbital theory: ligand group orbitals

Delocalized bonding

Partial molecular orbital treatments

4.1 Introduction

In Chapter 1, we considered three approaches to the bonding
in diatomic molecules:

e Lewis structures;
valence bond (VB) theory;
molecular orbital (MO) theory.

In this chapter we extend the discussion to polyatomic
molecules (i.e. those containing three or more atoms).
Within the valence bond model, treatment of a molecule
XY, (n>2) raises the question of compatibility (or not)
between the positions of the Y atoms and the directional-
ities of the atomic orbitals on the central atom X. Although
an s atomic orbital is spherically symmetric, other atomic
orbitals possess directional properties (see Section 1.6).
Consider H,O: Figure 4.1 illustrates that, if the atoms of
the H,O molecule lie in (for example) the yz plane, the
directionalities of the 2p, and 2p. atomic orbital of
oxygen are not compatible with the directionalities of the
two O—H bonds. Although we could define the z axis to
coincide with one O—H bond, the y axis could not (at the
same time) coincide with the other O—H bond. Hence,
there is a problem in trying to derive a localized bonding
scheme in terms of an atomic orbital basis set (see Section
1.13). In the next section we describe a bonding model
within valence bond (VB) theory that overcomes this
problem. After we have considered how VB theory views
the bonding in a range of XY, species, we move on to the
problems of applying molecular orbital theory to poly-
atomic species.

A polyatomic species contains three or more atoms.

4.2 Valence bond theory: hybridization
of atomic orbitals

What is orbital hybridization?

The word ‘hybridization” means ‘mixing’ and when used in
the context of atomic orbitals, it describes a way of deriving
spatially directed orbitals which may be used within VB
theory. Like all bonding theories, orbital hybridization is a
model, and should not be taken to be a real phenomenon.
Hybrid orbitals may be formed by mixing the characters of
atomic orbitals that are close in energy. The character of a
hybrid orbital depends on the atomic orbitals involved and
their percentage contributions. The labels given to hybrid
orbitals reflect the contributing atomic orbitals, e.g. an sp
hybrid possesses equal amounts of s and p orbital character.

Hybrid orbitals are generated by mixing the characters of
atomic orbitals.

The reason for creating a set of hybrid orbitals is to pro-
duce a convenient bonding scheme for a particular molecular
species. An individual hybrid orbital points along a given
internuclear axis within the framework of the molecule
under consideration, and use of a set of hybrid orbitals
provides a bonding picture in terms of localized o-bonds. In
working through the rest of this section, notice that each
hybridization scheme for an atom X in a molecule XY, is
appropriate only for a particular shape, the shape being
defined by the number of attached groups and any lone pairs.

A set of hybrid orbitals provides a bonding picture for a
molecule in terms of localized o-bonds.
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2p, 2p,

Fig. 4.1 A comparison of the shape of the H,O molecule (the
framework of which is taken as lying in the yz plane) with the
spatial properties of the 2s, 2p,, and 2p. atomic orbitals of oxygen.

sp Hybridization: a scheme for linear species

The notation sp means that one s atomic orbital and one p
atomic orbital mix to form a set of two hybrid orbitals with
different directional properties.

One possible combination of a 2s atomic orbital and 2p, atomic
orbital is shown in Figure 4.2a. In the figure, the colour of the
orbital lobe corresponds to a particular phase (see Section
1.6) and the addition of the 2s component reinforces one
lobe of the 2p,. atomic orbital but diminishes the other. Equa-
tion 4.1 represents the combination mathematically. The
wavefunction g, nypiq describes a normalized (see Section
1.12) sp hybrid orbital which possesses 50% s and 50% p
character. Although equation 4.1 and Figure 4.2a refer to
the combination of 2s and 2p, atomic orbitals, this could
just as well be 2s with 2p,, or 2p_, or 3s with 3p,, and so on.
1

w.xp hybrid — \/E (1/)23' + prV) (41)

Energy
S
=

. 4

Be (Z=4)

N sp hybrid
(@
J_: - C 3 X C X
2s 2p, sp hybrid
(b)

Fig. 4.2 The formation of two sp hybrid orbitals from one 2s
atomic orbital and one 2p atomic orbital.

Now comes an important general rule: if we begin with n atomic
orbitals, we must end up with n orbitals after hybridization.
Figure 4.2b and equation 4.2 show the second possibility for
the combination of a 2s and a 2p, atomic orbital. The sign
change for the combination changes the phase of the 2p,
orbital and so the resultant hybrid points in the opposite direc-
tion to the one shown in Figure 4.2a. (Remember that p atomic
orbitals have vector properties.)

1
¢Sp hybrid = 7§ (¢2S - d]va\.) (42)

Equations 4.1 and 4.2 represent two wavefunctions which
are equivalent in every respect except for their directionalities
with respect to the x axis. Although the orbital energies of
the initial 25 and 2p, atomic orbitals were different, mixing
leads to two hybrid orbitals of equal energy.

The model of sp hybridization can be used to describe the
o-bonding in a linear molecule such as BeCl, in which the
Be—Cl bonds are of equal length. The ground state electronic
configuration of Be is [He]2s> and the valence shell contains
the 2s atomic orbital and three 2p atomic orbitals (Figure
4.3). If we use two of these atomic orbitals, treating them
separately, to form two localized Be—Cl bonds, we cannot
rationalize the bond equivalence. However, if we take the

p, p,
Valence
+ sp orbitals and
electrons

Core
$ ls electrons

sp hybridization

Fig. 4.3 Scheme to show the formation of the sp hybridized valence state of a beryllium atom from its ground state. This is a
formalism and is not a ‘real’ observation, e.g. the valence state cannot be observed by spectroscopic techniques. The choice of

using the 2p, orbital for hybridization is arbitrary.
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— = - O~ —oQ—

— = - O~

2s 2p,

0> D

2s 2p,

x

sp? hybrid

sp? hybrid

TL:

/30“3
A

sp? hybrid

Zpy

Zpy

Fig. 4.4 The formation of three sp® hybrid orbitals from one 2s atomic orbital and two 2p atomic orbitals. The choice of p, and
py is arbitrary. (If we started with 2p, and 2p. atomic orbitals, the hybrids would lie in the xz plane; using the 2p, and 2p. atomic
orbitals gives hybrid orbitals in the yz plane.) The directionalities of the hybrid orbitals follow from the relative contributions of

the atomic orbitals (see equations 4.3-4.5).

2s atomic orbital and one 2p atomic orbital, mix their
characters to form sp hybrids, and use one hybrid orbital
to form one Be—Cl interaction and the other hybrid orbital
for the second interaction, then the equivalence of the
Be—Cl interactions is a natural consequence of the bonding
picture. Effectively, we are representing the valence state of
Be in a linear molecule as consisting of two degenerate sp
hybrids, each containing one electron; this is represented
by the notation (sp)>. Figure 4.3 represents the change
from the ground state electronic configuration of Be to an
sp valence state. This is a theoretical state which can be
used to describe o-bonding in a linear molecule.

sp® Hybridization: a scheme for trigonal
planar species

The notation sp® means that one s and two p atomic orbitals
mix to form a set of three hybrid orbitals with different
directional properties.

Let us consider the combination of 2s, 2p, and 2p, atomic
orbitals. The final hybrid orbitals must be equivalent in
every way except for their directional properties; sp> hybrids
must contain the same amount of s character as each other
and the same amount of p character as one another. We
begin by giving one-third of the 2s character to each sp’
hybrid orbital. The remaining two-thirds of each hybrid
orbital consists of 2p character, and the normalized wave-
functions are given in equations 4.3 to 4.5.

1 2

1/)3-[,2 hybrid = ﬁ’d)zs + \/%¢2Px (43)
1 1 1

w.x-pZ hybrid — ﬁiﬂzs - 761/121,»‘, + ﬁ ’lﬂQP}_ (44)
1 1 1

Vyp? hybria = %%s - 751/]2”" V) Vap, (4.5)

Figure 4.4 gives a pictorial representation of the way
in which the three sp> hybrid orbitals are constructed.
Remember that a change in sign for the atomic wavefunc-
tion means a change in phase. The resultant directions of
the lower two hybrid orbitals in Figure 4.4 are determined
by resolving the vectors associated with the 2p, and 2p,
atomic orbitals.

The model of sp® hybridization can be used to describe
the o-bonding in trigonal planar molecules such as BHj.
The valence state of the B atom is (sz)3 (i.e. three sp?
hybrid orbitals, each with one electron) and the equiva-
lence of the B—H interactions follows by considering that
each interaction is formed by the overlap of one B sp’
hybrid orbital with the ls atomic orbital of an H atom
(Figure 4.5). Each H atom contributes one electron to
the bonding scheme and, so, each B—H o-bond is a
localized 2c-2e interaction (see Section 1.12). A diagram
similar to that shown in Figure 4.3 can be constructed to
show the formation of a valence state for the trigonal
planar B atom.
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H 1s atomic orbital

B sp? hybrid orbital

I\ /E

Fig. 4.5 The bonding in trigonal planar BH; can be
conveniently described in terms of the interactions between a
set of sp® hybrid orbitals centred on the B atom and three H
1s atomic orbitals. Three pairs of electrons are available
(three electrons from B and one from each H) to give three
2c-2e o-bonds.

sp> Hybridization: a scheme for tetrahedral
and related species

The notation sp® means that one s and three p atomic orbitals
mix to form a set of four hybrid orbitals with different
directional properties.

A similar scheme to those described above can be derived to
generate four sp® hybrid orbitals from one 2s and three 2p
atomic orbitals. The sp® hybrid orbitals are described by
the normalized wavefunctions in equations 4.6-4.9 and are
shown pictorially in Figure 4.6a. Each sp3 hybrid orbital
possesses 25% s character and 75% p character, and
the set of four equivalent orbitals defines a tetrahedral
framework.

Vs nybrid = 3 (Vs + Vo, + Uy, + 1) (4.6)
Ve tybrid = 3 (Vg + Vap, = U, — V) (4.7)
Vi tybria = 3 (Vag — Vo, + b, — V3p.) (4.8)
Vo hyoria = 3 (Va5 — Yy, — oy, +13p.) (4.9)

In Figure 4.6b we illustrate how the tetrahedral structure of
CH, relates to a cubic framework. This relationship is
important because it allows us to describe a tetrahedron in
terms of a Cartesian axis set. Within valence bond theory,
the bonding in CHy4 can conveniently be described in terms
of an sp* valence state for C, i.e. four degenerate orbitals,
each containing one electron. Each hybrid orbital overlaps
with the ls atomic orbital of one H atom to generate one
of four equivalent, localized 2c-2e C—H o-interactions.

Worked example 4.1
nitrogen atom in NH3

Hybridization scheme for the

Use VSEPR theory to account for the structure of NHj;,
and suggest an appropriate hybridization scheme for the N
atom.

,
%,
‘7

()

Fig. 4.6 (a) The directions of the orbitals that make up a

set of four sp® hybrid orbitals correspond to a tetrahedral
array. (b) The relationship between a tetrahedron and a cube;
in CHy, the four H atoms occupy alternate corners of a cube,
and the cube is easily related to a Cartesian axis set.

The ground state electronic configuration of N is [He]2s*2p°.

Three of the five valence electrons are used to form three
N—H single bonds, leaving one lone pair.

The structure is trigonal pyramidal, derived from a tetra-
hedral arrangement of electron pairs:

/N”””H
HT %

The N atom has four valence atomic orbitals: 2s, 2p,, 2p,
and 2p.. An sp° hybridization scheme gives a tetrahedral
arrangement of hybrid orbitals, appropriate for accom-
modating the four pairs of electrons:

¥ > Lone pair occupies

this sp> hybrid orbital

RN '
N —H o-bond
fogna(t)irtl)n

Self-study exercises

1. Use VSEPR theory to account for the tetrahedral structure of
[NH,] "
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. and d.. atomic orbitals gives a set of

five sp’d hybrid orbitals corresponding to a trigonal bipyramidal arrangement; the axial 9p*d hybrld orbitals are directed along

the z axis. (b) A combination of s, p, p,, p- and d.»

» atomic orbitals gives a set of five sp *d hybrid orbitals corresponding to a

square-based pyramidal arrangement; the axial sp3d hybrld orbital is directed along the z axis.

2. Rationalize why H,O is bent but XeF, is linear.

3. Give a suitable hybridization scheme for the central atom
in each of the following: (a) [NH4|"; (b) H,S; (c) BBrj;
(d) NF3; (e) [H30]".

ns. (a) sp’; (b) sp*; () sp”; (@) 5p; (€) sp° |

Other hybridization schemes

For molecular species with other than linear, trigonal planar
or tetrahedral-based structures, it is usual to involve d
orbitals within valence bond theory. We shall see later that
this is not necessarily the case within molecular orbital
theory. We shall also see in Chapters 14 and 15 that the
bonding in so-called hypervalent compounds such as PFjs
and SF¢, can be described without invoking the use of
d-orbitals. One should therefore be cautious about using
sp"d™ hybridization schemes in compounds of p-block
elements with apparently expanded octets around the central
atom. Real molecules do not have to conform to simple
theories of valence, nor must they conform to the sp"d™
schemes that we consider in this book. Nevertheless, it is
convenient to visualize the bonding in molecules in terms of
a range of simple hybridization schemes.

The mixing of s, p,, p,, p. and d.» atomic orbitals gives
a set of five sp°d hybrid orbitals, the mutual orientations
of which correspond to a trigonal bipyramidal arrange-
ment (Figure 4.7a). The five sp’d hybrid orbitals are not
equivalent and divide into sets of two axial and three
equatorial orbitals; the axial orbital lobes lie along the z
axis." The model of sp’d hybridization can be used to

describe the o-bonding in 5-coordinate species such as
[Ni(CN)s]*~ (see Section 21.11).

The o-bonding framework in a square-pyramidal species
may also be described in terms of an sp°d hybridization
scheme. The change in spatial disposition of the five hybrid
orbitals from trigonal bipyramidal to square-based pyrami-
dal is a consequence of the participation of a different d
orbital. Hybridization of s, p,, p,, p. and d,> _ > atomic orbi-
tals generates a set of five sp3d hybrid orbitals (Figure 4.7b).

Hybridization of s, py, p,, p., d» and d,>» _ > atomic orbi-
tals gives six sp’d”> hybrid orbitals correspondmg to an
octahedral arrangement. The bonding in MoFg can be
described in terms of spd® hybridization of the central
atom. If we remove the z-components from this set (i.e. p,
and d.-) and hybridize only the s, p, p, and d,»_,» atomic
orbitals, the resultant set of four sp2d hybrid orbitals
corresponds to a square planar arrangement, e.g. [PtCL, >~

Each set of hybrid orbitals is associated with a particular
shape, although this may not coincide with the molecular
shape if lone pairs also have to be accommodated:

o 5p linear

o sp’ trigonal planar

o s’ tetrahedral

o spd (d2) trigonal bipyramidal

o sp’d (d._ ,2) square-based pyramidal
o sp’d octahedral

o sp’d square planar

fChoice of coincidence between the z axis and the axial lobes is
convenient and tends to be conventional.
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sp? hybridized C atoms
(b) (c)

Fig. 4.8 (a) Ethene is a planar molecule with H-C—H and C—C—H bond angles close to 120°. (b) An sp2 hybridization
scheme is appropriate to describe the o-bonding framework. (c) This leaves a 2p atomic orbital on each C atom; overlap

between them gives a C—C n-interaction.

4.3 Valence bond theory: multiple
bonding in polyatomic molecules

In the previous section, we emphasized that hybridization of
some or all of the valence atomic orbitals of the central atom
in an XY, species provided a scheme for describing the X—Y
o-bonding. In, for example, the formation of sp, sp> and sp’d
hybrid orbitals, some p or d atomic orbitals remain unhybri-
dized and, if appropriate, may participate in the formation of
m-bonds. In this section we use the examples of C,H,, HCN
and BFj; to illustrate how multiple bonds in polyatomic
molecules are treated within VB theory. Before considering
the bonding in any molecule, the ground state electronic con-
figurations of the atoms involved should be noted.

CyHy4
C  [Hel2s*2p?
H 1

Ethene, C,Hy, is a planar molecule (Figure 4.8a) with
C—C—H and H-C—H bond angles of 121.3° and 117.4°
respectively. Thus, each C centre is approximately trigonal
planar and the o-bonding framework within C,Hy can be
described in terms of an sp® hybridization scheme (Figure
4.8b). The three o-interactions per C atom use three of the

H 1s atomic orbital sp hybridized C

W,

LJ)CI)C)

i

C-N g-bond formation

—

s

C-H o-bond formation

(a) (b)

four valence electrons, leaving one electron occupying the
unhybridized 2p atomic orbital. The interaction between
the two 2p atomic orbitals (Figure 4.8c) and the pairing of
the two electrons in these atomic orbitals generates a C—C
m-interaction. The bond order of the C—C bond in C,Hy, is
therefore 2, in keeping with Lewis structure 4.1. The -
component of the overall carbon—carbon bond is weaker
than the o-component and hence a C=C double bond,
though stronger than a C—C single bond, is not twice as
strong; the C—C bond enthalpy terms in C,H; and C,Hg
are 598 and 346 kJ mol ™' respectively.

H H

c—=C

4.0

HCN

C  [He]2s*2p?

N  [He]2s*2p’

H 15

Figure 4.9a shows the linear HCN molecule, a Lewis struc-

ture (4.2) for which indicates the presence of an H—C
single bond, a C=N triple bond, and a lone pair of electrons

sp hybridized N

/

C-N 7-bond formation C-N 7z-bond formation

(©)

Fig. 4.9 (a) The linear structure of HCN; colour code: C, grey; N, blue. (b) An sp hybridization scheme for C and N can be
used to describe the o-bonding in HCN. (c) The w-character in the C—N bond arises from 2p—2p overlap.



106  Chapter 4 e Bonding in polyatomic molecules

H—C=N1:
(4.2)

on N. An sp hybridization scheme is appropriate for both C
and N; it is consistent with the linear arrangement of atoms
around C and with the placement of the lone pair on N as far
away as possible from the bonding electrons. Figure 4.9b
shows the o-bonding framework in HCN (each region of
orbital overlap is occupied by a pair of electrons) and the
outward-pointing sp hybrid on N that accommodates the
lone pair. If we arbitrarily define the HCN axis as the z

Fully occupied 2p
atomic orbital on F

Empty 2p atomic
orbital on B
(b)
F F-
-~ B +
7 7 p
F F
-~ B -~ B+
F- OF P F-
F+ F F
- B: ~——~ B: <~ BX
.
7 F g7 Dk T N
(c)

Fig. 4.10 (a) BF; possesses a trigonal planar structure.

(b) 2p-2p overlap between B and F leads to the formation of a
m-interaction. (¢) Boron—fluorine double bond character is also
deduced by considering the resonance structures for BF;; only
those forms that contribute significantly are shown.

axis, then after the formation of the o-interactions, a 2p,
and a 2p, atomic orbital remain on each of the C and N
atoms. Each atomic orbital contains one electron. Overlap
between the two 2p, and between the two 2p, orbitals
leads to two m-interactions (Figure 4.9c). The overall C—N
bond order is 3, consistent with Lewis structure 4.2.

BF3

B [He]2s*2p'
F  [Hel2s’2p°

Boron trifluoride (Figure 4.10a) is trigonal planar (Ds,); sp°
hybridization is appropriate for the B atom. Each of the
three B—F o-interactions arises by overlap of an sp® hybrid
on the B atom with, for example, an sp” orbital on the F
atom. After the formation of the o-bonding framework,
the B atom is left with an wunoccupied 2p atomic orbital
lying perpendicular to the plane containing the BF;
molecule. As Figure 4.10b shows, this is ideally set up for
interaction with a filled 2p atomic orbital on one of the F
atoms to give a localized B—F w-interaction. Notice that
the two electrons occupying this m-bonding orbital both
originate from the F atom. This picture of the bonding in
BF; is analogous to one of the resonance forms shown in
pink in Figure 4.10c; all three resonance forms (see Section
1.12) are needed to account for the experimental observation
that all three B—F bonds are of equal length (131 pm).

Worked example 4.2 Valence bond treatment of the
bonding in [NO3]™

(a) The [NO3] ™ ion has D3, symmetry. What does this tell you
about its structure? (b) Draw a set of resonance structures
(focusing only on those that contribute significantly) for the
nitrate ion. (c) Use an appropriate hybridization scheme to
describe the bonding in [NO;3] .

(a) If [NO3]™ has Dj, symmetry, it must be planar, possess
O—N-0 bond angles of 120°, and have equal N—O bond
distances.
(b) First, write down the electronic configurations for N
(Z=7)and O (Z =38).
N [He]2s*2p’ O  [He]2s2p*

There is an additional electron from the negative charge
giving a total of 24 valence electrons.

Both N and O are expected to obey the octet rule and so
the most important resonance forms are expected to be:

0~ 0 0~
/ /A _/

0O—N+ ~—= TO0O—N*+ ~— 0—N+
\ \ N\
0 0 0
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(c) Using a hybridization scheme, we should end up with a
bonding picture that corresponds to that depicted by the
resonance structures.

An sp® hybridized nitrogen centre is consistent with the
trigonal planar shape of [NOs] . Allow the hybrid orbitals
to overlap with suitable orbitals from oxygen; a choice of
sp® hybridization on the O atom provides suitable orbitals
to accommodate the oxygen lone pairs. Occupation of each
bonding orbital by a pair of electrons gives three equivalent
N-O o-bonds:

N — O o-bonding interaction
(o) /2

O
sp? hybrid orbital on oxygen,
occupied by a lone pair of electrons

O—N/
\

Of the 24 valence electrons, 18 are accommodated either in
o-bonds or as oxygen lone pairs.

The next step is to consider multiple bonding character.
Each N and O atom has an unused 2p atomic orbital lying
perpendicular to the plane of the molecule. Overlap between
the 2p atomic orbital on nitrogen with one of those on an
oxygen atom gives rise to one localized w-bond. The six
remaining valence electrons are allocated as follows:

i <\ .
One pair of electrons
in each of two oxygen
2p atomic orbitals

One pair of electrons for N— O 7-bond formation

The combination of the o- and 7-bonding pictures gives one
nitrogen—oxygen double bond and two single bonds. Three
such schemes must be drawn (with the m-character in one of
each of the N—O bonds) in order that the overall scheme is
in keeping with the observed D3;, symmetry of [NO3] .

Self-study exercises

1. Why are resonance structures containing two N=O double
bonds not included in the set shown above for [NO3]?

2. Use an appropriate hybridization scheme to describe the
bonding in [BO5* .

4.4 Molecular orbital theory: the ligand
group orbital approach and
application to triatomic molecules

Despite its successes, the application of valence bond
theory to the bonding in polyatomic molecules leads to
conceptual difficulties. The method dictates that bonds
are localized and, as a consequence, sets of resonance
structures and bonding pictures involving hybridization
schemes become rather tedious to establish, even for
relatively small molecules (e.g. see Figure 4.10c). We
therefore turn our attention to molecular orbital (MO)
theory.

Molecular orbital diagrams: moving from a
diatomic to polyatomic species

As part of our treatment of the bonding in diatomics in
Section 1.13, we constructed MO diagrams such as Figures
1.21, 1.27 and 1.28. In each diagram, the atomic orbitals of
the two atoms were represented on the right- and left-hand
sides of the diagram with the MOs in the middle. Correlation
lines connecting the atomic and molecular orbitals were
constructed to produce a readily interpretable diagram.

Now consider the situation for a triatomic molecule such
as CO,. The molecular orbitals contain contributions from
the atomic orbitals of three atoms, and we are presented
with a problem of trying to draw an MO diagram involving
four sets of orbitals (three sets of atomic orbitals and one
of molecular orbitals). A description of the bonding in
CF, involves five sets of atomic orbitals and one set of
molecular orbitals, i.e. a six-component problem. Similarly,
SF¢ is an eight-component problem. It is obvious that
such MO diagrams are complicated and, probably, difficult
to both construct and interpret. In order to overcome
this difficulty, it is common to resolve the MO description
of a polyatomic molecule into a three-component problem,
a method known as the ligand group orbital (LGO)
approach.

MO approach to the bonding in linear XH,:
symmetry matching by inspection

Initially, we illustrate the ligand group orbital approach
by considering the bonding in a linear triatomic XH, in
which the valence orbitals of X are the 2s and 2p atomic
orbitals. Let us orient the H-X—H framework so that it
coincides with the z axis as shown in Figure 4.11. Consider
the two ls atomic orbitals of the two H atoms. Each ls
atomic orbital has two possible phases and, when the fwo
Is orbitals are taken as a group, there are two possible
phase combinations. These are called ligand group orbitals
(LGOs) and are shown at the right-hand side of Figure
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& A Y
2
0

¥s

2p, v,

2p, ¥,

2p,
2s wz
¥
X XH

LGO(2)
J J (out-of-phase)

LGO(1)
J J (in-phase)

H----H

H—X—H—>

Fig. 4.11 Application of the ligand group orbital (LGO) approach to construct a qualitative MO diagram for the formation of a
linear XH, molecule from the interactions of the valence orbitals of X (2s and 2p atomic orbitals) and an H---H fragment. For
clarity, the lines marking the 2p orbital energies are drawn apart, although these atomic orbitals are actually degenerate.

X—H bonding character

Centred on atom X

X—H antibonding character

Fig. 4.12 The lower diagrams are schematic representations of the MOs in linear XH,. The wavefunction labels correspond to
those in Figure 4.11. The upper diagrams are more realistic representations of the MOs and have been generated computationally

using Spartan "04, © Wavefunction Inc. 2003.

4.11.7 Effectively, we are transforming the description of the
bonding in XH, from one in which the basis sets are the
atomic orbitals of atoms X and H, into one in which
the basis sets are the atomic orbitals of atom X and the
ligand group orbitals of an H---H fragment. This is a
valuable approach for polyatomic molecules.

The number of ligand group orbitals formed = the number of
atomic orbitals used.

In Figure 4.11, the energies of the two ligand group orbitals are close
together because the H nuclei are far apart; compare this with the
situation in the H, molecule (Figure 1.18). Similarly, in Figure 4.17,
the LGOs for the H; fragment form two sets (all in-phase, and the
degenerate pair of orbitals) but their respective energies are close
because of the large H---H separations.

In constructing an MO diagram for XH, (Figure 4.11), we
consider the interactions of the valence atomic orbitals of X
with the ligand group orbitals of the H---H fragment.
Ligand group orbital LGO(1) has the correct symmetry to
interact with the 2s atomic orbital of X, giving an MO
with H-X—H o-bonding character. The symmetry of
LGO(2) is matched to that of the 2p. atomic orbital of X.
The resultant bonding MOs and their antibonding counter-
parts are shown in Figure 4.12, and the MO diagram in
Figure 4.11 shows the corresponding orbital interactions.
The 2p, and 2p, atomic orbitals of X become non-bonding
orbitals in XH,. The final step in the construction of the
MO diagram is to place the available electrons in the MOs
according to the aufbau principle (see Section 1.9). An
important result of the MO treatment of the bonding in
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XH, is that the o-bonding character in orbitals v, and
1, is spread over all three atoms, indicating that the
bonding character is delocalized over the H—X—H frame-
work. Delocalized bonding is a general result within MO
theory.

MO approach to bonding in linear XH,:
working from molecular symmetry

The method shown above for generating a bonding descrip-
tion for linear XH, cannot easily be extended to larger
molecules. A more rigorous method is to start by identifying
the point group of linear XH, as D, (Figure 4.13a). The
D, character table is used to assign symmetries to the orbi-
tals on atom X, and to the ligand group orbitals. The MO
diagram is then constructed by allowing interactions between
orbitals of the same symmetry. Only ligand group orbitals
that can be classified within the point group of the whole
molecule are allowed.

Unfortunately, although a linear XH, molecule is structu-
rally simple, the D, character table is not. This, therefore,
makes a poor first example of the use of group theory in
orbital analysis. We can, however, draw an analogy between
the symmetries of orbitals in linear XH, and those in homo-
nuclear diatomics (also D). Figure 4.13b is a repeat of
Figure 4.11, but this time the symmetries of the orbitals on
atom X and the two ligand group orbitals are given. Com-
pare these symmetry labels with those in Figures 1.19 and
1.20. The construction of the MO diagram in Figure 4.13b
follows by allowing interactions (bonding or antibonding)
between orbitals on atom X and ligand group orbitals with
the same symmetry labels.

& A
o
on Lﬁ
o, (infinite number)
g?
"‘ u
W C.
G
(a)
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A bent triatomic: H,0

The H,O molecule has C,, symmetry (Figure 3.3) and we
now show how to use this information to develop an MO
picture of the bonding in H,O. Part of the C,, character
table is shown below:

Cyy E &) oy(xz) ay'(yz)
4, 1 1 1

Ay 1 ] -1 -

B I -1 1 -1

B, 1 -1 -1

The inclusion of the xz and yz terms in the last two columns
of the character table specifies that the H,O molecule is
taken to lie in the yz plane, i.e. the z axis coincides with the
principal axis (Figure 4.14). The character table has several
important features.

e The labels in the first column (under the point group
symbol) tell us the symmetry types of orbitals that are
permitted within the specified point group.

e The numbers in the column headed E (the identity
operator) indicate the degeneracy of each type of orbital;
in the C,, point group, all orbitals have a degeneracy of 1,
i.e. they are non-degenerate.

e Each row of numbers following a given symmetry label
indicates how a particular orbital behaves when operated
upon by each symmetry operation. A number 1 means
that the orbital is unchanged by the operation, a —1
means the orbital changes sign, and a 0 means that the
orbital changes in some other way.

S
J J LGO(1) g,

2p, (%) & L0

2p, (m,)
2p_(a,)

2s (ag)

XH

H----H

H—X—H—>

(b)

Fig. 4.13 (a) A linear XH, molecule belongs to the D, point group. Some of the symmetry operations are shown; the X atom
lies on a centre of symmetry (inversion centre). (b) A qualitative MO diagram for the formation of linear XH, from atom X and

two H atoms.
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> N 5 C, (coincides with z axis)
I

L

a, (x2)

a,' (02)
Fig. 4.14 The H,O molecule possesses a C, axis and two o
planes and belongs to the C,, point group.

To illustrate its use, let us consider the 2s atomic orbital of
the O atom in water:

PN
H H
25 atomic orbital of oxygen

Apply each symmetry operation of the C,, point group in
turn. Applying the E operator leaves the 2s atomic orbital
unchanged; rotation about the C, axis leaves the atomic
orbital unchanged; reflections through the o, and o' planes
leave the 2s atomic orbital unchanged. These results corre-
spond to the following row of characters:

E G, oy(xz) ay'(yz)

1 1 1 1

and this matches those for the symmetry type 4, in the C,,
character table. We therefore label the 2s atomic orbital on
the oxygen atom in water as an a; orbital. (Lower case letters
are used for the orbital label, but upper case for the symmetry
type in the character table.) The same test is now carried out
on each atomic orbital of the O atom. The oxygen 2p,. orbital
is left unchanged by the E operator and by reflection through
the o,(xz) plane. Each of rotation about the C, axis and
reflection through the o,'(yz) plane inverts the phase of the
2p,. orbital. This is summarized as follows:

E (@) oy(xz) a,'(yz)

1 -1 1 -1

This matches the row of characters for symmetry type B; in
the C,, character table, and the 2p, orbital therefore pos-
sesses by symmetry. The 2p, orbital is left unchanged by
the E operator and by reflection through the o,'(yz) plane,
but rotation about the C, axis and reflection through the

oy(xz) plane each inverts the phase of the orbital. This is
summarized by the row of characters:

E C,

Oy (xz) av'(yZ)

1 -1 -1 1

This corresponds to symmetry type B, in the C,, character
table, and the 2p, orbital is labelled b,. The 2p. orbital is
left unchanged by the E operator, by reflection through
either of the o,(xz) and o,'(yz) planes, and by rotation
about the C, axis. Like the 2s orbital, the 2p. orbital there-
fore has a; symmetry.

The next step is to work out the nature of the H---H
ligand group orbitals that are allowed within the C,, point
group. Since we start with rwo H ls orbitals, only rwo
LGOs can be constructed. The symmetries of these LGOs
are deduced as follows. By looking at Figure 4.14, you can
see what happens to each of the two H ls orbitals when
each symmetry operation is performed: both s orbitals are
left unchanged by the E operator and by reflection through
the o,'(yz) plane, but both are affected by rotation about
the C, axis and by reflection through the o,(xz) plane. This
information is summarized in the following row of
characters:

2 0 0 2

in which a 2’ shows that ‘two orbitals are unchanged by the
operation’, and a ‘0’ means that ‘no orbitals are unchanged
by the operation’. Next, we note two facts: (i) we can con-
struct only two ligand group orbitals, and (ii) the symmetry
of each LGO must correspond to one of the symmetry
types in the character table. We now compare the row of
characters above with the sums of two rows of characters in
the C,, character table. A match is found with the sum of
the characters for the 4; and B, representations. As a
result, we can deduce that the two LGOs must possess a;
and b, symmetries, respectively. In this case, it is relatively
straightforward to use the @; and b, symmetry labels to
sketch the LGOs shown in Figure 4.15, i.e. the a; orbital cor-
responds to an in-phase combination of H 1s orbitals, while
the b, orbital is the out-of-phase combination of H 1s orbi-
tals. However, once their symmetries are known, the
rigorous method of determining the nature of the orbitals
is as follows.

In Figure 4.14, let the two H 1s orbitals be designated as
1, and 1,. We now look at the effect of each symmetry
operation of the C,, point group on ;. The E operator
and reflection through the o,'(yz) plane (Figure 4.14) leave
1y unchanged, but a C, rotation and reflection through the
oy(xz) plane each transforms ; into 1),. The results are
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N4
z
2p (b))
2p, (a))
2, (by)
S

y

2s (ay)

0 H,0
TZ
/O\
H H 7

H----H

Representation of the b, MO

Representation of the higher energy a; MO

Representation of the b, MO

Representation of the lower energy a; MO

Fig. 4.15 A qualitative MO diagram for the formation of H,O using the ligand group orbital approach. The two H atoms in the
H, fragment are out of bonding range with each other, their positions being analogous to those in H,O. For clarity, the lines
marking the oxygen 2p orbital energies are drawn apart, despite their being degenerate. Representations of the occupied MOs are
shown at the right-hand side of the figure. For the ¢; and b, MOs, the H,O molecule is in the plane of the paper; for the »; MO,
the plane containing the molecule is perpendicular to the plane of the paper.

written down as a row of characters:

E (@) oy(xz) a,'(yz)

Py ) () (0

To determine the composition of the a; LGO of the
H---H fragment in H,O, we multiply each character in
the above row by the corresponding character for the A,
representation in the C,, character table, i.e.

Cyy E (@ oy(xz) a,'(yz)

A, 1 1 1 1

The result of the multiplication is shown in equation 4.10 and
gives the unnormalized wavefunction for the @, orbital.

Plar) = (1 x ) + (1 x9s) + (1 x 1) + (1 X ¢y)
=2 + 21,

This can be simplified by dividing by 2 and, after normali-
zation (see Section 1.12), gives the final equation for the
wavefunction (equation 4.11).

(4.10)

I
V2

Similarly, by using the B, representation in the C,, charac-
ter table, we can write down equation 4.12. Equation 4.13
gives the equation for the normalized wavefunction.

Y(by) = (1 x4hy) — (1 X 9hy) — (1 x thy) + (1 x 2y)

Y(ar) = (1 +1y)  in-phase combination (4.11)

=2 — 2, (4.12)
P(by) = %(wl — 1) out-of-phase combination (4.13)

The MO diagram shown in Figure 4.15 is constructed as
follows. Each of the 2s and 2p. orbitals of the O atom pos-
sesses the correct symmetry (a;) to interact with the @, orbital
of the H---H fragment. These orbital interactions must lead
to three MOs: two bonding MOs with a; symmetry and one
antibonding (4;*) MO. On symmetry grounds, the lower
energy a; MO could also include 2p. character, but 2s
character dominates because of the energy separation of
the 2s and 2p. atomic orbitals. The interaction between the
2p, atomic orbital and the LGO with b, symmetry leads to
two MOs which possess H-O—H bonding and antibonding
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character respectively. The oxygen 2p, orbital has b, sym-
metry and there is no symmetry match with a ligand group
orbital. Thus, the oxygen 2p, orbital is non-bonding in H,O.

The eight valence electrons in H,O occupy the MOs
according to the aufbau principle, and this gives rise to two
occupied H-O—H bonding MOs and two occupied MOs
with mainly oxygen character. (To appreciate this fully, see
end of chapter problem 4.12.) Although this bonding
model for H,O is approximate, it is qualitatively adequate
for most descriptive purposes.

4.5 Molecular orbital theory applied to
the polyatomic molecules BH3, NH;
and CH,

We begin this section by considering the bonding in BH; and
NHj;. The bonding in both molecules involves o-interactions,
but whereas BH; has D5, symmetry, NH; belongs to the Cs,
point group.

BH3

The existence of BH; in the gas phase has been established
even though the molecule readily dimerizes; the bonding in
B,Hg is described in Section 4.7. The BH3; molecule belongs
to the Ds, point group. By considering the orbital inter-
actions between the atomic orbitals of the B atom and the
LGOs of an appropriate H; fragment, we can establish a
molecular bonding scheme. We begin by choosing an
appropriate axis set; the z axis coincides with the C; axis of
BH; and all of the atoms lie in the xy plane. Part of the
D5, character table is shown in Table 4.1. By using the
same approach as we did for the orbitals of the O atom in
H,0, we can assign symmetry labels to the orbitals of the
B atom in BHj3:

e the 2s orbital has @' symmetry;
the 2p. orbital has a,'" symmetry;

e the 2p, and 2p, orbitals are degenerate and the orbital set
has ¢' symmetry.

We now consider the nature of the three ligand group
orbitals that are formed from linear combinations of the

Table 4.1 Part of the Dy, character table; the complete table is
given in Appendix 3.

D3h E 2C3 3C2 Oy 2S3 30",
A, 1 1 1 1
4 1 ~1 1 1 ~1
E' 2 -1 0 2 -1
A" 1 1 -1 -1 -1
A" 1 -1 -1 ~1
E" 2 -1 0 -2 1

> m G5 8
-
C2
4 Y
£y
S F
| V) "
G w C, "
(IV
a, Jv

\

Fig. 4.16 The BH; molecule has D3, symmetry.

three H 1s orbitals. By referring to the Hj-fragment in
BH;, we work out how many H 1s orbitals are left unchanged
by each symmetry operation in the D3, point group (Figure
4.16). The result is represented by the following row of
characters:

E C3 C2 Oy S3 Oy

3 0 1 3 0 1

This same row of characters can be obtained by summing
the rows of characters for the 4,' and E' representations in
the Dj;, character table. Thus, the three LGOs have ;' and
¢' symmetries; recall that the e label designates a doubly
degenerate set of orbitals. We must now determine the wave-
function for each LGO. Let the three H 15 orbitals in the H;
fragment in BH; be ¢, 1, and 5. The next step is to see how
1y is affected by each symmetry operation of the Ds;, point
group (Figure 4.16). For example, the C3 operation trans-
forms 1, into 1), the C3 operation transforms 1/, into w3,
and the three C, operations, respectively, leave
unchanged, transform t; into 1,, and transform ¢; into
5. The following row of characters gives the complete result:

E C C G G2 GB o S

L S S S s ) LR

3 o) o,

¥y ¥ ¥y (&

ay(2)

The unnormalized wavefunction (equation 4.14) for the
a," ligand group orbital is found by multiplying each
character in the above row by the corresponding character
for the 4" representation in the Ds;, character table. After
simplification (dividing by 4) and normalizing, the wavefunc-
tion can be written as equation 4.15, and can be described
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2p_(a,")
2p,2p, (€)

25 (a))

LGO(2) LGO(3)
Q
G0

LGO(1)

Fig. 4.17 A qualitative MO diagram for the formation of BH; using the ligand group orbital approach. The three H atoms in the
Hj fragment are out of bonding range with each other, their positions being analogous to those in the BH; molecule. Orbitals
LGO(2) and LGO(3) form a degenerate pair (¢' symmetry), although for clarity, the lines marking their orbital energies are drawn
apart; similarly for the three 2p atomic orbitals of boron. [Exercise: where do the nodal planes lie in LGO(2) and LGO(3)?]

schematically as the in-phase combination of ls orbitals
shown as LGO(1) in Figure 4.17.

Ylar") =1 + ¥y + 3 + by Y3+ b+ A+ s

+ b + 3+ 1
— doby + 40 + Doy (4.14)
1
Play") :ﬁ(i/ﬂ + ) +13) (4.15)

A similar procedure can be used to deduce that equation
4.16 describes the normalized wavefunction for one of the
degenerate e' orbitals. Schematically, this is represented as
LGO(2) in Figure 4.17; the orbital contains one nodal plane.

V(e =z (2 =2 =) (4.16)

Each e' orbital must contain a nodal plane, and the planes
in the two orbitals are orthogonal to one another. Thus, we
can write equation 4.17 to describe the second ¢' orbital; the
nodal plane passes through atom H(1) and the 1s orbital on
this atom makes no contribution to the LGO. This is
represented as LGO(3) in Figure 4.17.

1
V2

The MO diagram for BH; can now be constructed by
allowing orbitals of the same symmetry to interact. The 2p.

P(e')s = —= (Y2 — ¥3) (4.17)

orbital on the B atom has a," symmetry and no symmetry
match can be found with an LGO of the Hj; fragment.
Thus, the 2p. orbital is non-bonding in BH3;. The MO
approach describes the bonding in BH; in terms of three
MOs of @' and ¢' symmetries. The a; orbital possesses o-
bonding character which is delocalized over all four atoms.
The ¢' orbitals also exhibit delocalized character, and the
bonding in BHj is described by considering a combination
of all three bonding MO:s.

NH3

The NH; molecule has C;, symmetry (Figure 4.18) and a
bonding scheme can be derived by considering the interaction
between the atomic orbitals of the N atom and the ligand
group orbitals of an appropriate Hs fragment. An appropri-
ate axis set has the z axis coincident with the C; axis of NH;
(see worked example 3.2); the x and y axes are directed as
shown in Figure 4.19. Table 4.2 shows part of the Cs, charac-
ter table. By seeing how each symmetry operation affects each
orbital of the N atom in NHj, the orbital symmetries are
assigned as follows:

e cach of the 2s and 2p. orbitals has a; symmetry;
e the 2p, and 2p, orbitals are degenerate and the orbital set
has e symmetry.
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a
a, v

Fig. 4.18 The NH; molecule has C;, symmetry.

To determine the nature of the ligand group orbitals, we
consider how many H 1s orbitals are left unchanged by
each symmetry operation in the C;, point group (Figure
4.18). The result is represented by the row of characters:

E C;

3 0

It follows that the three ligand group orbitals have ¢; and e
symmetries. Although the symmetry labels of the LGOs of

Energy

2s (a))

C3 v

Table 4.2 Part of the Cs, character table; the complete table is
given in Appendix 3.

C3V E 2C3 3O'V
4, 1 1

4, 1 1 —1
E 2 -

the H; fragments in NH; and BHj; differ because the
molecules belong to different point groups, the normalized
wavefunctions for the LGOs are the same (equations 4.15—
4.17). Schematic representations of the LGOs are shown in
Figure 4.19.

Self-study exercises

1. Give a full explanation of how one derives the symmetries of the

LGOs of the H; fragment in NH;.

. By following the same procedure as we did for BH;, derive
equations for the normalized wavefunctions that describe the
LGOs shown schematically in Figure 4.19.

The qualitative MO diagram shown in Figure 4.19 is
constructed by allowing interactions between orbitals of
the same symmetries. Because the nitrogen 2s and 2p.

LGO(3)
2}
G0

LGO(1)

Representation of the HOMO (a,)

Representation of one of the e MOs

Representation of the lowest lying a; MO

Fig. 4.19 A qualitative MO diagram for the formation of NH; using the ligand group orbital approach. For clarity, the lines
marking degenerate orbital energies are drawn apart. The diagrams on the right-hand side show representations of three of the
occupied MOs; the orientation of the NHz molecule in each diagram is the same as in the structure at the bottom of the figure.
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orbitals have a; symmetry, they can both interact with the
a; LGO. This leads to three a; MOs. On symmetry grounds,
the lowest-lying a; MO could also contain N 2p. character,
but the energy separation of the 2s and 2p atomic orbitals
is such that 2s character predominates. This is analogous
to the case for H,O described earlier. After constructing
the MO diagram, the eight valence electrons are placed in
the MOs according to the aufbau principle. The characters
of three of the occupied orbitals are shown at the right-
hand side of Figure 4.19. The lowest energy orbital (a;) has
delocalized N—H bonding character. The highest occupied
MO (HOMO) has some N—H bonding character, but retains
an outward-pointing orbital lobe; this a;MO is essentially
the nitrogen lone pair.

Self-study exercise

List differences between the MO diagrams for BH; and NHj
shown in Figures 4.17 and 4.19. Explain why these differences
occur. In particular, explain why the 2p_ orbital on the central
atom is non-bonding in BH3, but can interact with the LGOs of
the H; fragment in NH3.

CH,

The CH,; molecule has 74 symmetry. The relationship
between a tetrahedron and cube that we illustrated in
Figure 4.6 is seen formally by the fact that the T4 point
group belongs to the cubic point group family. This family
includes the Ty and O,, point groups. Table 4.3 shows part

Table 4.3 Part of the T character table; the complete table is
given in Appendix 3.

Td E 8C3 3C2 6S4 60'd
4, 1 1 1 1
4, 1 1 1 - -1
E 2 -1 2 0
T 3 0 -1 -1
T, 3 0 -1 - 1

of the Ty character table. The C; axes in CH, coincide
with the C—H bonds, and the C, and S, axes coincide with
the x, y and z axes defined in Figure 4.6. Under Ty symmetry,
the orbitals of the C atom in CH, (Figure 4.20a) are classified
as follows:

e the 2s orbital has a; symmetry;
e the 2p,, 2p, and 2p. orbitals are degenerate and the
orbital set has z, symmetry.

In order to construct the LGOs of the H; fragment in
CH,, we begin by working out the number of H 1s orbitals
left unchanged by each symmetry operation of the Ty point
group. The result is summarized in the row of characters:

E C3 C2 S4 (o]

4 1 0 0 2

This same row of characters results by summing the rows of
characters for the A; and T, representations in the Ty

LGO(1) (a,)

LGO(2) (t,)

LGO(3) (t,) LGO®) (1)

Fig. 4.20 The ligand group orbital approach to the bonding in CHy. (a) The 2s, 2p,, 2p, and 2p. atomic orbitals of carbon. (b)
The four hydrogen 1s atomic orbitals combine to generate four ligand group orbitals (LGOs).
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character table (Table 4.3). The four ligand group orbitals
therefore have a; and ¢, symmetries; the ¢ label designates
a triply degenerate set of orbitals. Normalized wavefunctions
for these LGOs are given by equations 4.18-4.21.

Plar) = 5 (1 + 1y + 3 + 1) (4.18)
Y(t2) %(1/11 ) + 1y — 1hy) (4.19)
Y(ta)y =% (W1 + 1y — 3 — 1) (4.20)
Y(1)3 =3 (hy — by — 3 + ¢y) (4.21)

These four LGOs are shown schematically in Figure 4.20b.
By comparing Figures 4.20a and 4.20b, the symmetries of
the four ligand group orbitals can be readily matched to
those of the 2s, 2p., 2p, and 2p, atomic orbitals of the C
atom. This allows us to construct a qualitative MO diagram
(Figure 4.21) in which the interactions between the carbon
atomic orbitals and the ligand group orbitals of the Hy frag-
ment lead to four MOs with delocalized o-bonding character
and four antibonding MOs.

A comparison of the MO and VB bonding
models

When we considered how valence bond theory can be used
to describe the bonding in BH;, CH, and NH;, we used
appropriate hybridization schemes such that bonds known
to be structurally equivalent would be equivalent in the
bonding scheme. One hybrid orbital contributed to each
localized X—H (X = B, C or N) bond. On the other hand,
the results of MO theory indicate that the bonding charac-
ter is delocalized. Moreover, in each of BH;, NH; and CHy,
there are two different rypes of bonding MO: a unique MO
involving the 2s atomic orbital of the central atom, and a
degenerate set of two (in BH; and NHj) or three (in
CH,4) MOs involving the 2p atomic orbitals of the central

CHEMICAL AND THEORETICAL BACKGROUND

Energy

) =

2p, Zpy 2p (1) =

2s (a))

C CH L -H

Fig. 4.21 A qualitative MO diagram for the formation of
CH, from the orbital basis set shown in Figure 4.20.

atom. Evidence for these orderings of MOs comes from
photoelectron spectroscopy (see Box 4.1). How can the
results of MO theory account for the experimentally
observed equivalence of the X—H bonds in a given
molecule?

As we have already mentioned, it is essential to understand
that, in MO theory, the bonding in a molecule is described by
combining the characters of al/l the occupied MOs with
bonding character. Take CH, as an example. The a; orbital
(Figure 4.21) is spherically symmetric and provides equal
bonding character in all four C—H interactions. The 7,
orbitals must be considered as a set and not as individual

Box 4.1 Photoelectron spectroscopy (PES)

The energies of occupied atomic orbitals and molecular orbi-
tals can be studied by photoelectron spectroscopy (PES). In a
PES experiment, an atom or molecule is irradiated with elec-
tromagnetic radiation of energy E, causing electrons to be
ejected from the system. Each electron possesses a character-
istic binding energy and must absorb an amount of energy
equal to, or in excess of, this binding energy if it is to be
ejected. The energy of an ejected electron is that in excess
of the binding energy assuming that E is greater than the

binding energy.
Excess energy of electron = E — (binding energy of electron)

Since the excess energy can be measured and E is known, the
binding energy can be determined. Koopmans' theorem

relates the binding energy of the electron to the energy of
the atomic or molecular orbital in which it resides. This rela-
tionship allows photoelectron spectroscopy to be used to
estimate the energies of occupied orbitals, and, thus, obtain
information about the ordering of orbitals in a particular
atomic or molecular species.

Further reading

R.L. DeKock and H.B. Gray (1980) Chemical Structure and
Bonding, Benjamin/Cummings, Menlo Park — This
includes a more detailed discussion of the application of
PES.
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orbitals. Taken together, this set of orbitals provides a
picture of four equivalent C—H bonding interactions
and, therefore, the overall picture is one of C—H bond
equivalence.

4.6 Molecular orbital theory: bonding
analyses soon become complicated

In this section, we consider the bonding in BF; using the
ligand group orbital approach. Although BF; is a fairly
simple molecule, the following discussion demonstrates the
complexity of the treatment when the atomic orbital basis
set of each atom contains both s and p orbitals. The BF;
molecule has D5, symmetry. The z-axis is defined to coincide
with the C; axis and the BF; molecule lies in the xy plane
(Figure 4.22). Just as in BHj3, the atomic orbitals of the B
atom in BF; are assigned the following symmetries:

e the 25 orbital has a;' symmetry;
the 2p. orbital has a," symmetry;
the 2p, and 2p,, orbitals are degenerate and the orbital set

has ¢' symmetry.

Ligand group orbitals involving the F 2s orbitals in BF3
and having «a;' and ¢' symmetries can be derived in the
same way as those for the H; fragment in BH;. These are
shown as LGO(1)-LGO(3) in Figure 4.22. The p orbitals
on the F atoms can be partitioned into two types: those

LGO(1)

LGO(2)

N

117

lying in the plane of the molecule (2p, and 2p,) and those
perpendicular to the plane (2p.). Ligand group orbitals can
be formed from combinations of 2p. orbitals, and from com-
binations of the in-plane 2p orbitals. Let us first consider the
2p. orbitals. The procedure for deriving the wavefunctions
that describe the LGOs allowed within the D3, point group
is the same as we have used before, but there is one important
difference: when we consider how a 2p. orbital is changed by
a symmetry operation, we must look not only for the orbital
being transformed to another position, but also for a change
in phase. For example, if a p. orbital is perpendicular to a oy,
plane, reflection through the plane will change its phase, but
its position remains the same. This is exemplified when we
work out how many F 2p. orbitals are unchanged by each
symmetry operation in the Dj, point group. The following
row of characters summarizes the result; a negative sign
means that the orbital is unmoved, but its phase has
changed:

Oh

This row of characters is also produced by summing the
rows of characters for the 4," and E'" representations in
the Dj, character table (Table 4.1), and therefore the
LGOs are of a," and ¢'" symmetries. By considering the
effects of every operation on one of the F 2p. orbitals in
the F; fragment, we can (as before) arrive at an equation

LGO(3) LGO(4)

' Y

Degenerate pair

1

vei g 188y

LGO(6) LGO(7) LGO(8) LGO(9)

J

4 Y

Degenerate pair (e') Degenerate pair

(e")

(¢) !
[ =]

LGO(10) LGO(11) LGO(12)
AN
1 Y

Degenerate pair

J

@

(¢

Fig. 4.22 Schematic representations of the ligand group orbitals (LGOs) for a D3, F3 fragment, the geometry of which is

analogous to that in BF; (the position of the B atom is marked by the dot in the top left-hand diagram); the F; triangle lies in the
xy plane. Orbitals LGO(5), LGO(8) and LGO(9) contain contributions from the 2p. atomic orbitals, directed perpendicular to the
F; triangle. The relative sizes of the lobes in each diagram approximately represent the relative contributions made by the fluorine

atomic orbitals to each ligand group orbital.
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for the unnormalized wavefunction of each LGO. Let the
three F 2p. orbitals be v, 1, and ;. We now generate
the following row of characters, including a negative sign
whenever the operation produces a change of orbital phase:

E C G GC) G2 GCAB o S

v Yy by =iy —s —1 =t =1

3 o) o) 0,02

—s Vs ¥

Multiplying each character in this row by the correspond-
ing character in the row for the 4,'"" representation in the D5y
character table (Table 4.1) gives the unnormalized form of
the wavefunction for the a," LGO (equation 4.22). Simplifi-
cation and normalization gives equation 4.23. The a," LGO
can thus be described as an in-phase combination of 2p. orbi-
tals and is shown schematically in Figure 4.22 as LGO(5).

P(ay") = Py + by + 03 + Py 3+ Py F by + Py + 15
+ Y+ 3+

= 4oy + 4y + dids (4.22)

D

3h

F, fragment

1
V3
Similarly, equations 4.24 and 4.25 can be derived for the ¢"

orbitals; these are represented in Figure 4.22 as LGO(8)
and LGO(9).

(Y1 + s +13) (4.23)

Y(ay") =

(e, = ié (21 — bz — ) (4.24)
e = % (s — ) (4.25)

The same procedure can be used to derive the fact that the in-
plane F 2p orbitals combine to give two LGOs with «,' and
a,' symmetries respectively, and two sets of ¢’ LGOs. These
are shown schematically in Figure 4.22 as LGOs (4), (6),
(7), (10), (11) and (12).

We are now in a position to construct a qualitative MO
diagram to describe the bonding in BF;. The symmetries of
the B orbitals under D3, symmetry are given at the left side
of Figure 4.23, and those of the LGOs are shown in Figure
4.22. The problem is best tackled in three steps:

e look for orbital interactions that give rise to o-MOs;
e look for orbital interactions that give rise to w-orbitals;

& A Y
(5}
=
m
Representation of the a," MO
2p_(a,")
20,2, (€)
12 LGOs
2s (a,)
Representation of one of the e' MOs
Eight occupied MOs

@ ¢.¢" ay. ¢)

with essentially
non-bonding character

Representation of the @' MO

Fig. 4.23 A qualitative MO diagram for the formation of BFj3; the ligand group orbitals (LGOs) are shown in Figure 4.22. The
light grey rectangle in the stack of MOs in BF; represents a group of eight non-bonding MOs. The diagram is an over-
simplification of the bonding in BFj5, but is sufficiently detailed to account for the B—F bonds possessing partial w-character. The
characters of three of the occupied B—F bonding MOs are shown at the right-hand side of the figure; the orientation of the BF;
molecule in each diagram is same as in the structure at the bottom of the figure.
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e look for any orbital that has a symmetry that precludes
orbital interactions between fragments.

The o-bonding in BF; evolves from interactions involving
the fragment a;" and ¢' orbitals. Inspection of Figure 4.22
reveals that there are two Fz-fragment LGOs with a;' sym-
metry, and three sets of ¢' orbitals. The extent of mixing
between fragment orbitals of the same symmetry depends
on their relative energies, and is impossible to predict with
any degree of reliability. At the simplest level, we can
assume a o-bonding picture that mimics that in BH;
(Figure 4.17). This picture involves LGO(1) in the formation
of the a;" and a,"" MOs labelled in Figure 4.23, but leaves
LGO(4) as a non-bonding orbital. This model can be fine-
tuned by allowing some of the character of LGO(4) to be
mixed into the a;' and @;'* MOs with B—F bonding or anti-
bonding character. In order to ‘balance the books’, some
character from LGO(1) must then end up in the non-bonding
a,' orbital. Similarly, we could allow contributions from the
fragment e' MOs containing F 2p, and 2p, character to mix
into the ¢' and ¢ MOs with B—F bonding or antibonding
character. In the simplest bonding picture, these MOs
contain F 2s character, and LGOs(6), (7), (10) and (11)
become non-bonding MOs in BF;. Assessing the extent of
orbital mixing is difficult, if not impossible, at a qualitative
level. It is best unravelled by computational programs
(many of which are available for use on a PC) which run
at a variety of levels of sophistication.

The a," symmetry of the B 2p. orbital matches that of
LGO(5) and an in-phase orbital interaction gives rise to an
MO that has 7-bonding character delocalized over all three
B—F interactions.

The only orbitals on the F; fragment for which there is
no symmetry match on the B atom comprise the e'" set.
These orbitals are carried across into BF; as non-bonding
MGOs.

The overall bonding picture for BF; is summarized in
Figure 4.23. There are four bonding MOs, four antibonding
MOs and eight non-bonding MOs. The B atom provides
three electrons and each F atom, seven electrons, giving a
total of 12 electron pairs to occupy the 12 bonding and
non-bonding MOs shown in Figure 4.23. This is a simple pic-
ture of the bonding which does not allow for orbital mixing.
However, it provides a description that includes partial
m-character in each B—F bond, and is therefore consistent
with the VB treatment that we discussed in Section 4.3.

Self-study exercises

1. Based on symmetry arguments, why does the 2p_ orbital on
boron remain non-bonding in BHj3 but is involved in a bonding
interaction in BF3?

2. Explain why LGO(4) in Figure 4.22 can become involved in
B—F bonding in BF3, but is treated as a non-bonding MO in
Figure 4.23.

4.7 Molecular orbital theory: learning to
use the theory objectively

The aim of this section is not to establish complete bonding
pictures for molecules using MO theory, but rather to
develop an objective way of using the MO model to rationa-
lize particular features about a molecule. This often involves
drawing a partial MO diagram for the molecule in question.
In each example below, the reader should consider the
implications of this partial treatment: it can be dangerous
because bonding features, other than those upon which
one is focusing, are ignored. However, with care and prac-
tice, the use of partial MO treatments is extremely valuable
as a method of understanding structural and chemical
properties in terms of bonding and we shall make use of it
later in the book.

m-Bonding in CO,

The aim in this section is to develop an MO description of the
m-bonding in CO,. Before beginning, we must consider what
valence orbitals are unused after o-bonding. The CO,
molecule belongs to the D, point group; the z axis is defined
to coincide with the C_, axis (structure 4.3). The o-bonding
in an XH, molecule was described in Figure 4.13. A similar
picture can be developed for the o-bonding in CO,, with the
difference that the H 1s orbitals in XH, are replaced by O 2s
and 2p. orbitals in CO,. Their overlap with the C 2s and
2p. orbitals leads to the formation of six MOs with o, or
o, symmetry, four occupied and two unoccupied.

4.3)

After the formation of C—O o-interactions, the orbitals
remaining are the C and O 2p, and 2p, orbitals. We
now use the ligand group orbital approach to describe the
m-bonding in terms of the interactions between the C 2p,
and 2p, orbitals and the LGOs (derived from O 2p, and
2p,, orbitals) of an O---O fragment. The LGOs are shown
in Figure 4.24. An in-phase combination of 2p orbitals is
non-centrosymmetric and has 7, symmetry, while an out-
of-phase combination is centrosymmetric and has w,
symmetry. Only the 7, LGOs have the correct symmetry to
interact with the C 2p, and 2p, orbitals, leaving the T,
LGOs as non-bonding MOs in CO,. After filling the lower-
lying o-bonding MOs, there are eight electrons left. These
occupy the 7, and 7, MOs (Figure 4.24). The characters of
one m, MO and one m, MO are shown at the top of Figure
4.24; for each degenerate set of MOs, the character of the
second m, MO is the same as the first but is orthogonal to
it. Each 7, MO has delocalized O—C—O 7-bonding charac-
ter, and the net result of having both 7, orbitals occupied is a
m-bond order of 1 per C—O interaction.
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C CcoO

Representation of one of
Y the 7, MOs in CO,

Representation of one of
the 7, MOs in CO,

(g oo
(g oo

Combination
of 2p, orbitals

Combination
of 2p,, orbitals

Fig. 4.24 A partial MO diagram that illustrates the formation of delocalized C—O m-bonds using the ligand group orbital
approach. The CO, molecule is defined as lying on the z axis. The characters of the 7, and 7, MOs are shown in the diagrams at

the top of the figure.

Self-study exercise

Work out a qualitative MO description for the o-bonding in CO,
and show that this picture is consistent with leaving eight electrons
to occupy the w-type MOs shown in Figure 4.24.

[NOs]™

In worked example 4.2, we considered the bonding in [NOs] ™
using a VB approach. Three resonance structures (one of
which is 4.4) are needed to account for the equivalence of
the N—O bonds, in which the net bond order per N—-O
bond is 1.33. Molecular orbital theory allows us to represent
the N—O 7-system in terms of delocalized interactions.

I

N+

o ™~ o
(4.4)

The [NOs] ™ ion has D3, symmetry and the z axis is defined
to coincide with the C5 axis. The valence orbitals of each N
and O atom are 2s and 2p orbitals. The 7-bonding in [NOs]~
can be described in terms of the interactions of the N 2p.
orbital with appropriate LGOs of the O3 fragment. Under
D5, symmetry, the N 2p. orbital has a," symmetry (see
Table 4.1). The LGOs that can be constructed from O 2p.
orbitals are shown in Figure 4.25 along with their sym-
metries; the method of derivation is identical to that for
the corresponding LGOs for the F; fragment in BF;

(equations 4.23-4.25). The partial MO diagram shown in
Figure 4.25 can be constructed by symmetry-matching of
the orbitals. The MOs that result have m-bonding (a,"),
non-bonding (¢'") and w-antibonding (a,'") character; the
a,'" and a,'"" MOs are illustrated at the right-hand side of
Figure 4.25. Six electrons occupy the @," and e MOs. This
number of electrons can be deduced by considering that of
the 24 valence electrons in [NOs] ™, six occupy o-bonding
MOs, 12 occupy oxygen-centred MOs with essentially non-
bonding character, leaving six electrons for the w-type
MOs (see problem 4.18 at the end of chapter).

Molecular orbital theory therefore gives a picture of [NO3]™
in which there is one occupied MO with w-character and this is
delocalized over all four atoms giving an N—O 7-bond order of
%. This is in agreement with the valence bond picture, but it is
perhaps easier to visualize the delocalized bonding scheme
than the resonance between three contributing forms of the
type of structure 4.4. The bonding in the isoelectronic species
[CO;*~ and [BO;J*~ (both Ds,) can be treated in a similar
manner.

SFg

Sulfur hexafluoride (4.5) provides an example of a so-called
hypervalent molecule, i.e. one in which the central atom
appears to expand its octet of valence electrons. However,
a valence bond picture of the bonding in SF¢ involving
resonance structures such as 4.6 shows that the S atom
obeys the octet rule. A set of resonance structures is
needed to rationalize the observed equivalence of the six
S—F bonds. Other examples of ‘hypervalent’ species of the
p-block elements are PFs5, POCl;, AsFs and [SeClg]*~. The
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A representation of the a,"* MO

A representation of the a," MO showing
the delocalization of m-character over
the N and O centres

Fig. 4.25 A qualitative, partial MO diagram to illustrate the formation of a delocalized 7-system in [NO3]™; a ligand group
orbital approach is used. The characters of the a," and a,"* MOs are shown in the diagrams at the right-hand side of the figure.

bonding in each compound can be described within VB
theory by a set of resonance structures in which the octet
rule is obeyed for each atom (see Sections 14.3 and 15.3).

F
F\gh F
P | F
F
4.5) (4.6)
()

The SF¢ molecule, 4.5, belongs to the Oy, point group, which
is one of the cubic point groups. The relationship between the
octahedron and cube is shown in Figure 4.26a; the x, y and z
axes for the octahedron are defined as being parallel to the
edges of the cube. In an octahedral molecule such as SFj,
this means that the x, y and z axes coincide with the S—F
bonds. Table 4.4 gives part of the O, character table, and
the positions of the rotation axes are shown in Figure 4.26b.
The SF4 molecule is centrosymmetric, the S atom being on
an inversion centre. Using the Oy, character table, the valence
orbitals of the S atom in SF¢ can be classified as follows:

e the 3s orbital has a;, symmetry;
e the 3p,, 3p, and 3p. orbitals are degenerate and the
orbital set has 71, symmetry.

y m GGy 8y
| S

O
. 3. S

(b)

Fig. 4.26 (a) An octahedron can be inscribed in a cube; each vertex of the octahedron lies in the middle of a face of the cube.
(b) The diagram shows one of each type of rotation axis of an octahedron. An inversion centre lies at the centre of the
octahedron. [Exercise: Work out where the oy, and o4 planes lie; see Table 4.4.]
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Table 4.4 Part of the O, character table; the complete table is given in Appendix 3.

Oh E 8C3 6C2 6C4 3C2 i 6S4 856 30'h 60'd
(= CD
Ajg 1 1 1 1 1 1 1 1
Arg 1 1 -1 - 1 1 — 1 1 —1
E, 2 1 0 2 2 -1 2
T, | 3 0 -1 1 3 0 ~1 ~1
15, 3 0 1 -1 —1 3 0 -1
A, 1 1 1 1 ~1 1 ~1 ~1 ~1
Ay, 1 1 -1 —1 1 -1 -1 -1 1
E, 2 ~1 0 0 2 -2 1 -2 0
T\, 3 0 -1 -1 -3 —1 0 1
T, 3 0 1 - -1 -3 0 1 -1

Ligand group orbitals for the Fg fragment in SF4 can be
constructed from the F 2s and 2p orbitals. For a qualitative
picture of the bonding, we can assume that the s—p separa-
tion for fluorine is relatively large (see Section 1.13) and,
as a consequence, there is negligible s—p mixing. Separate
sets of LGOs can therefore be formed from the F 2s orbitals
and from the F 2p orbitals. Furthermore, the 2p orbitals fall
into two classes: those that point towards the S atom (radial
orbitals, diagram 4.7) and those that are tangential to the
octahedron (diagram 4.8).

@.7) 4.8)

The S—F o-bonds involve the radial 2p orbitals, and there-
fore the partial MO diagram that we construct for SF¢
focuses only on these fluorine orbitals. The wavefunctions
that describe the LGOs for the Fq fragment in SFy are
derived as follows. We first work out how many of the six
radial 2p orbitals are unchanged under each O, symmetry
operation. The following row of characters gives the result:

E 8C3 6C2 6C4 3C2 i 6S4 856 30'h 60'd

(=CP)

6 0 0 2 2 0 0 0 4 2

This same row of characters can be obtained by summing the
characters for the 4,,, 7}, and E, representations in the Oy,
character table (Table 4.4). Therefore, the LGOs have a4, 1},
and e, symmetries.

It is now helpful to introduce the concept of a local axis
set. When the LGOs for a Y, group in an XY, molecule

involve orbitals other than spherically symmetric s orbitals,
it is often useful to define the axis set on each Y atom so
that the z axis points towards X. Diagram 4.9 illustrates
this for the F¢ fragment.

Ll
A i
A
v
+---m
i .
1\
i \
ol

- - -
[=)

(4.9)

Thus, the six radial 3p orbitals that constitute the basis set for
the LGOs of the Fy fragment in SF¢ can be taken to be six
3p. orbitals. Let these be labelled ;—1)s (numbering as in
4.9). By using the same method as in previous examples in
this chapter, we can derive the wavefunctions for the a;,,
t;, and e, LGOs (equations 4.26-4.31). These LGOs are
represented schematically in Figure 4.27.

W) = =W+ 2+ s+ s+ ) (4.26)
Wt === (4 = ) (4.27)
Wt = —= (02 = ) (4.28)
Wt == (s = ) (4.29)
Weh = 0 (2 Vs =y~ = s 200 (430
Wleg)s = (s — s + vy — ) (431)

The partial MO diagram in Figure 4.28 is constructed by
matching the symmetries of the S valence orbitals and the
LGOs of the F¢ fragment. Orbital interactions occur between
the a,, orbitals and between the #,, orbitals, but the e, set on
the F¢ fragment is non-bonding in SFy.

There are 48 valence electrons in SF4. These occupy the
ayg, t, and e, MOs shown in Figure 4.28, in addition to 18
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Fig. 4.27 Ligand group orbitals for the F¢ fragment in SF¢ (Oy). These orbitals only include contributions from the radial 2p

orbitals on fluorine (see text).

MOs that possess mainly fluorine character. The qualitative
MO picture of the bonding in SF¢ that we have developed is
therefore consistent with six equivalent S—F bonds. Based
on Figure 4.28, the S—F bond order is /; because there
are four bonding pairs of electrons for six S—F interactions.

Three-centre two-electron interactions

We have already described several examples of bonding pic-
tures that involve the delocalization of electrons. In cases
such as BF; and SFg, this leads to fractional bond orders.
We now consider two linear XY, species in which there is
only one occupied MO with Y—X—-Y bonding character.
This leads to the formation of a three-centre two-electron
(3c-2e) bonding interaction.

a,*

Energy

3]7 (l lu)

35 (@)
> e
} Hy
alg
alg F
s SF, Fraeenh

F
Fig. 4.28 Qualitative, partial MO diagram for the formation
of SF¢ using the ligand group orbital approach with a basis

set for sulfur that is composed of the 3s and 3p atomic
orbitals.

In a 3c¢-2e bonding interaction, two electrons occupy a
bonding MO which is delocalized over three atomic centres.

The [HF,]™ ion (see Figure 9.8) has D,y symmetry and
the z axis coincides with the C, axis. The bonding in
[HF,] can be described in terms of the interactions of the
H 1s orbital (o, symmetry) with the LGOs of an F---F frag-
ment. If we assume a relatively large s—p separation for
fluorine, then sets of LGOs can be constructed as follows:

e LGOs formed by combinations of the F 2s orbitals;

e LGOs formed by combinations of the F 2p_ orbitals;

e LGOs formed by combinations of the F 2p, and 2p,
orbitals.

The method of deriving the wavefunctions that describe
these LGOs is as before, and the results are summarized
schematically at the right-hand side of Figure 4.29. Although
the H 1s orbital is of the correct symmetry to interact with
either of the F---F o, LGOs, there is a poor energy match
between the H 1s orbital and F---F 2s—2s combination.
Thus, the qualitative MO diagram in Figure 4.29 shows the
H 1s orbital interacting only with the higher-lying o, LGO
giving rise to o, and o," MOs, the character of which is
shown in the diagrams at the top of Figure 4.29. All other
MOs have non-bonding character. Of the nine MOs, eight
are fully occupied. Since there is only one MO that has
H—F bonding character, the bonding in [HF,]” can be
described in terms of a three-centre two-electron interaction.
The formal bond order for each H—F ‘bond” is 1.

Self-study exercise

How many nodal planes does each of the o, and o,” MOs shown
at the top of Figure 4.29 possess? Where do these lie in relation to
the H and F nuclei? From your answers, confirm that the o, MO
contains delocalized F—H—F bonding character, and that the o,
MO has H—F antibonding character.

The second example of a linear triatomic with a 3c-2e bond-
ing interaction is XeF, (D.y). The bonding is commonly
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Representation of the , bonding MO
A illustrating the F-H-F bonding character

Energy

Representation of the g,* MO

Fig. 4.29 A qualitative MO diagram for the formation of [HF,]™ using a ligand group orbital approach. The characters of the o,

and ¢,” MOs are shown at the top of the figure.

described in terms of the partial MO diagram shown in
Figure 4.30. The Xe 5p. orbital (o, symmetry) interacts
with the combination of F 2p_ orbitals that has o, symmetry,
giving rise to o, and 0," MOs. The combination of F 2p.
orbitals with o, symmetry becomes a non-bonding MO in
XeF,. There are 22 valence electrons in XeF, and all MOs
except one (the o, MO) are occupied. The partial MO
diagram in Figure 4.30 shows only those MOs derived
from p. orbitals on Xe and F. There is only one MO that
has Xe—F bonding character and therefore the bonding in
XeF, can be described in terms of a 3c-2e interaction.”

Three-centre two-electron interactions are not restricted to
triatomic molecules, as we illustrate in the next section with a
bonding analysis of B,Hyg.

A more advanced problem: B,Hg

Two common features of boron hydrides (see Sections 12.5
and 72.17) are that the B atoms are usually attached to more
than three atoms and that bridging H atoms are often pre-
sent. Although a valence bond model has been developed

In the chemical literature, the bonding in XeF, is sometimes referred
to as a 3c—4e interaction. Since two of the electrons occupy a non-
bonding MO, we consider that a 3c-2e interaction description is more
meaningful.

by Lipscomb to deal with the problems of generating
localized bonding schemes in boron hydrides,” the bonding
in these compounds is not readily described in terms of VB
theory. The structure of B,Hg (D, symmetry) is shown in
Figure 4.31. Features of particular interest are that:

e despite having only one valence electron, each bridging H
atom is attached to rwo B atoms;

e despite having only three valence electrons, each B atom
is attached to four H atoms;

e the B—H bond distances are not all the same and suggest
two types of B—H bonding interaction.

Often, B,Hy is described as being electron deficient; it is a
dimer of BH;3 and possesses 12 valence electrons. The forma-
tion of the B—H—B bridges can be envisaged as in structure
4.10. Whereas each terminal B—H interaction is taken to be a
localized 2c-2e bond, each bridging unit is considered as a 3c-
2e bonding interaction. Each half of the 3c-2e interaction is
expected to be weaker than a terminal 2c-2e bond and this
is consistent with the observed bond distances in Figure

"For detailed discussion of the VB model (called styx rules) see:
W.N. Lipscomb (1963) Boron Hydrides, Benjamin, New York; a
summary of szyx rules and further discussion of the use of MO theory
for boron hydrides are given in: C.E. Housecroft (1994) Boranes and
Metallaboranes: Structure, Bonding and Reactivity, 2nd edn, Ellis
Horwood, Chichester.
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Fig. 4.30 A qualitative MO diagram for the formation of XeF, using a ligand group orbital approach and illustrating the 3c-2¢e

bonding interaction.

4.31. Bonding pictures for B,Hy which assume either sp® or
sp® hybridized B centres are frequently adopted, but this
approach is not entirely satisfactory.

(4.10)

Although the molecular orbital treatment given below is
an oversimplification, it still provides valuable insight into
the distribution of electron density in B,Hg. Using the
ligand group orbital approach, we can consider the inter-
actions between the pair of bridging H atoms and the
residual B,H, fragment (Figure 4.32a).

The B,Hg molecule has D5, symmetry, and the D, char-
acter table is given in Table 4.5. The x, y and z axes are
defined in Figure 4.32a. The molecule is centrosymmetric,
with the centre of symmetry lying midway between the
two B atoms. In order to describe the bonding in terms of
the interactions of the orbitals of the B,H, and H---H

Bridging H atom
(Hprigge)

4; 177pm 4>

fragments (Figure 4.32a), we must determine the symmetries
of the allowed LGOs. First, we consider the H---H fragment
and work out how many H s orbitals are left unchanged by
each symmetry operation in the D, point group. The result
is as follows:

E Gy(z) Gy

20 0 2 0 2 2 0

C(x) i o(xy) o(xz) o(yz)

This row of characters is produced by adding the rows of
characters for the 4, and Bs, representations in the Dy, char-
acter table. Therefore, the LGOs for the H---H fragment
have a, and b3, symmetries. Now let the two H 1s orbitals
be labelled ; and 1),. The wavefunctions for these LGOs
are found by considering how 1 is affected by each sym-
metry operation of the Dy, point group. The following row
of characters gives the result:

E GC(z) Gy) GCx) i olxy) o(xz) o(yz)

IR (53 (0 V2 Uy Vs

<—— Terminal H atom
(Hterm)

B-Herm = 119 pm
B*Hbridge =133 pm
LHterm_B_Hterm =122°

LHbridgefoHbridge =97°

Fig. 4.31 The structure of B,Hg determined by electron diffraction.
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Fig. 4.32 (a) The structure of B,Hg can be broken down into H,B---BH, and H---H fragments. (b) The ligand group orbitals
(LGOs) for the H---H fragment. (c) The six lowest energy LGOs for the B,H, unit; the nodal plane in the b,, orbital is shown.

Multiplying each character in the row by the corresponding
character in the 4, or Bs, representations in the Do, charac-
ter table gives the unnormalized wavefunctions for the
LGOs. The normalized wavefunctions are represented by

Table 4.5 Part of the D), character table; the complete table is
given in Appendix 3.

Dy, | E Gy(z) C(y) Co(x) i o(xy) o(xz) o(yz)
A, 11 1 1 11 1 1
B, | 1 1 -1 -l 11 -1 -1
By | 1 -1 1 -1 1 -1 1 -1
By | 1 -1 -l 1 1 -1 -1 1
A, 11 1 1 -1 -1 -1 -1
B, | 1 1 -1 -1 -1 -1 1 1
By, 1 -1 I T T T | 1
By, | 1 -1 -1 1 -1 1 -

equations 4.32 and 4.33, and the LGOs are drawn schemati-
cally in Figure 4.32b.

lag) = % (1 + ) (432)
blb) = \iﬁ (1 — ) (4.33)

The same procedure can be used to determine the LGOs of
the B,H, fragment. Since the basis set comprises four orbi-
tals per B atom and one orbital per H atom, there are 12
LGOs in total. Figure 4.32c shows representations of the
six lowest energy LGOs. The higher energy orbitals possess
antibonding B—H or B---B character. Of those LGOs
drawn in Figure 4.32c, three have symmetries that match
those of the LGOs of the H---H fragment. In addition to
symmetry-matching, we must also look for a good energy
match. Of the two a, LGOs shown in Figure 4.32c, the one
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00 0--©

Representation of the 4, (top) and b;,, MOs
which contain B-H-B bonding character

Tie---

Fig. 4.33 A qualitative, partial MO diagram showing the formation of the B—H—B bridging interactions. The B—H and B—H-B
bonding character of the a, MO, and the B—H—B bonding character of the b3, MO are shown in the diagrams on the right-hand
side; the orientation of the molecule is the same as in the structure at the bottom of the figure.

with the lower energy is composed of B 2s and H ls
character. Although difficult to assess with certainty at a
qualitative level, it is reasonable to assume that the energy
of this a, LGO is not well matched to that of the H---H
fragment.

We now have the necessary information to construct a
qualitative, partial MO diagram for B,Hg. The diagram in
Figure 4.33 focuses on the orbital interactions that lead to
the formation of B—H—B bridging interactions.

Consideration of the number of valence electrons available
leads us to deduce that both the bonding MOs will be occu-
pied. An important conclusion of the MO model is that the
boron—hydrogen bridge character is delocalized over all
four atoms of the bridging unit in B,Hg. Since there are
two such bonding MOs containing four electrons, this
result is consistent with the 3c-2e B—H—B model that we
described earlier.

Glossary

The following terms were introduced in this chapter.
Do you know what they mean?

U orbital hybridization

Q sp, sp?, sp, sp’d, sp*d and sp’d* hybridization

ligand group orbital (LGO) approach
basis set of orbitals

delocalized bonding interaction
symmetry matching of orbitals
energy matching of orbitals

3c-2e bonding interaction

Oo0oD0o0oo

Further reading

J. Barrett (1991) Understanding Inorganic Chemistry: The
Underlying Physical Principles, Ellis Horwood (Simon &
Schuster), New York — Chapters 2 and 4 give a readable
introduction to group theory and bonding in polyatomic
molecules.

J.K. Burdett (1997) Chemical Bonds, A Dialog, Wiley, New
York — An original résumé of modern valence theory pre-
sented in the form of a 19th century style dialogue between
teacher and pupil.

F.A. Cotton (1990) Chemical Applications of Group Theory, 3rd
edn, Wiley, New York — An excellent text that includes the
applications of group theory in bonding analyses.

G. Davidson (1991) Group Theory for Chemists, Macmillan,
London — Chapter 10 provides a useful discussion and also
illustrates the use of group theory.

R.L. DeKock and H.B. Gray (1980) Chemical Structure and
Bonding, Benjamin/Cummings, Menlo Park — A readable
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text, treating VB and MO theories and giving examples of the
relationship between photoelectron spectra and MO energy
levels.

H.B. Gray (1994) Chemical Bonds, University Science Books,
California — An introduction to atomic and molecular struc-
ture with numerous illustrations.

S.F.A. Kettle (1985) Symmetry and Structure, Wiley, Chichester
— An advanced discussion which includes carefully explained
applications of group theory.

Problems

4.1

4.2

4.3

4.4

4.5

4.6

(a) State what is meant by the hybridization of atomic
orbitals. (b) Why does VB theory sometimes use hybrid
orbital rather than atomic orbital basis sets? (c) Show that
equations 4.1 and 4.2 correspond to normalized
wavefunctions.

Figure 4.4 shows the formation of three sp2 hybrid orbitals
(see equations 4.3-4.5). (a) Confirm that the
directionalities of the three hybrids are as specified in the
figure. (b) Show that equations 4.3 and 4.5 correspond to
normalized wavefunctions.

Use the information given in Figure 4.6b and equations 4.6
to 4.9 to reproduce the directionalities of the four sp3
hybrid orbitals shown in Figure 4.6a.

(a) Derive a set of diagrams similar to those in

Figures 4.2 and 4.4 to describe the formation of sp°d
hybrid orbitals. (b) What is the percentage character of
each sp>d hybrid orbital in terms of the constituent atomic
orbitals?

Suggest an appropriate hybridization scheme for each
central atom: (a) SiF,; (b) [PdCl4]2_; (c) NFj3; (d) F,O; (e)
[CoHs]""; (f) [FeHg]"; (2) CSy; (h) BF;.

(a) The structures of cis- and trans-N,F, were shown in
worked example 3.1. Give an appropriate hybridization
scheme for the N atoms in each isomer. (b) What
hybridization scheme is appropriate for the O atoms in
H202 (Figure 116)?

L. Pauling (1960) The Nature of the Chemical Bond, 3rd edn,
Cornell University Press, Ithaca — A classic book dealing
with covalent, metallic and hydrogen bonding from the
viewpoint of VB theory.

M.J.

Winter (1994) Chemical Bonding, Oxford University Press,

Oxford — Chapters 5 and 6 give a basic introduction to
hybridization and MO theory in polyatomics.

4.7

4.8

4.9

4.10

4.1

4.12

(a) PF5 has D5y, symmetry. What is its structure? (b)
Suggest an appropriate bonding scheme for PFs within VB
theory, giving appropriate resonance structures.

(a) Draw the structure of [CO3]27 (b) If all the C—O bond
distances are equal, write a set of resonance structures to
describe the bonding in [CO;]*". (c) Describe the bonding
in [CO5)* in terms of a hybridization scheme and
compare the result with that obtained in part (b).

(a) Is CO; linear or bent? (b) What hybridization is
appropriate for the C atom? (c) Outline a bonding scheme
for CO, using the hybridization scheme you have
suggested. (d) What C—O bond order does your scheme
imply? (e) Draw a Lewis structure for CO,. Is this
structure consistent with the results you obtained in parts
(c) and (d)?

What is meant by a ligand group orbital?

VB and MO approaches to the bonding in linear XH,
(X has 2s and 2p valence atomic orbitals) give pictures in
which the X—H bonding is localized and delocalized
respectively. Explain how this difference arises.

Table 4.6 gives the results of a Fenske—Hall self-consistent
field (SCF) quantum chemical calculation for H,O using
an orbital basis set of the atomic orbitals of O and the
LGOs of an H---H fragment. The axis set is as defined in
Figure 4.15. (a) Use the data to construct pictorial
representations of the MOs of H,O and confirm that

Table 4.6 Results of a self-consistent field quantum chemical calculation for H,O using an orbital basis set of the
atomic orbitals of the O atom and the ligand group orbitals of an H---H fragment. The axis set is defined in Figure 4.15.

Atomic orbital or
ligand group orbital

Py Py
0 2s 71 (4) 0
0 2p, 0 0
0 2p, 0 59 (4)
0 2p. 0 0
H - HLGO(l) 29 (+) 0
H HLGOQ) 0 41 (-)

Percentage character of MOs with the sign of the eigenvector given in parentheses

P3 P4 Ps Ps
7(-) 0 22 (-)
0 100 (+) 0 0

0 0 41 (=) 0

85 (—) 0 0 15 (+)
8 (+) 0 0 63 (4)
0 0 59 (—) 0




4.13

4.14

4.15

4.16

4.17

4.18

4.19

4.20

4.21

Figure 4.15 is consistent with the results of the calculation.
(b) How does MO theory account for the presence of lone
pairs in H,O?

Refer to Figure 4.17 and the accompanying discussion. (a)
Why does the B 2p. atomic orbital become a non-bonding
MO in BH;? (b) Draw schematic representations of each
bonding and antibonding MO in BHj;.

The diagrams at the right-hand side of Figure 4.19 show
three of the MOs in NHj. Sketch representations of the
other four MOs.

Use a ligand group orbital approach to describe the
bonding in [NH,]*. Draw schematic representations of
each of the bonding MOs.

The I-1 bond distance in I, (gas phase) is 267 pm, in the
[15]" ion is 268 pm, and in [I5]” is 290 pm (for the [AsPh,]"
salt). (a) Draw Lewis structures for these species. Do these
representations account for the variation in bond distance?
(b) Use MO theory to describe the bonding and deduce the
I-I bond order in each species. Are your results consistent
with the structural data?

(a) BCl; has D5, symmetry. Draw the structure of BCl;
and give values for the bond angles. NCl; has Cs,
symmetry. Is it possible to state the bond angles from this
information? (b) Derive the symmetry labels for the atomic
orbitals on B in BCl; and on N in NCl;.

Using Figures 4.22, 4.23 and 4.25 to help you, compare
the MO pictures of the bonding in BF5 and [NO;] ™.
What approximations have you made in your bonding
analyses?

By considering the structures of the following molecules,
confirm that the point group assignments are correct:
(a) BH3, D3h; (b) NH3, C3V; (C) B2H6, D2h' [Hmt use
Figure 3.10.]

In the description of the bonding of B,Hg, we draw the
conclusion that the two bonding MOs in Figure 4.33
have B—H bonding character delocalized over the four
bridge atoms. (a) What other character do these MOs
possess? (b) Does your answer to (a) alter the conclusion
that this approximate MO description is consistent with
the valence bond idea of there being two 3c-2¢ bridge
bonds?

In [B,H4]™ (4.11), each B atom is approximately
tetrahedral. (a) How many valence electrons are present in
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the anion? (b) Assume that each B atom is sp3 hybridized.
After localization of the three terminal B—H bonds per B,
what B-centred orbital remains for use in the bridging
interaction? (¢) Following from your answer to part (b),
construct an approximate orbital diagram to show the
formation of [B,H;]™ from two BH; units and H™. What
does this approach tell you about the nature of the
B—H-—B bridge?

Overview problems

4.22

4.23

4.24

4.25

(a) What hybridization scheme would be appropriate for
the Si atom in SiH,?

(b) To which point group does SiH4 belong?

(¢) Sketch a qualitative MO diagram for the formation of
SiH, from Si and an Hy-fragment. Label all orbitals
with appropriate symmetry labels.

Cyclobutadiene, C4H,, is unstable but can be stabilized
in complexes such as (C4H4)Fe(CO);. In such
complexes, C4Hy is planar and has equal C—C bond

lengths:

|
Fe,,
/ /HCO
oC
CO

(a) After the formation of C—H and C—C o-bonds in
C4H,, what orbitals are available for m-bonding?

(b) Assuming D4, symmetry for C4Hy, derive the
symmetries of the four 7-MOs. Derive equations for
the normalized wavefunctions that describe these
MOs, and sketch representations of the four
orbitals.

(a) Draw a set of resonance structures for the hypothetical
molecule PHjs, ensuring that P obeys the octet rule in
each structure. Assume a structure analogous to that of
PF;.

(b) To what point group does PF5 belong?

(c) Using PHs as a model compound, use a ligand
group orbital approach to describe the bonding in
PH;. Show clearly how you derive the symmetries of
both the P atomic orbitals, and the LGOs of the Hs
fragment.

What hybridization scheme would be appropriate for
the C atom in [CO;]*~? Draw resonance structures to
describe the bonding in [CO;]*~. Figure 4.34 shows
representations of three MOs of [CO;]*~. The MOs in
diagrams (a) and (b) in Figure 4.34 are occupied; the
MO in diagram (c) is unoccupied. Comment on the
characters of these MOs and assign a symmetry label to
each orbital.
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(@) (b) (©
Fig. 4.34 Figure for problem 4.25.

4.26 The hydrido complex [FeH6]47 has O, symmetry. The the symmetries of these orbitals under Oy,
bonding in [FeHg]*~ can be described in terms of the symmetry.
interactions between the atomic orbitals of Fe and the (¢) Construct an MO diagram for the formation of
LGOs of the Hg-fragment. [FeHg]*" from Fe and the H¢-fragment, showing which
(a) Derive the six LGOs of the Hg fragment, showing MOs are occupied. Comment on the characters of the
clearly how you determine their symmetries. MOs. How does this bonding picture differ from that
(b) The basis set for the Fe atom consists of valence 3d described for SFg in Figure 4.28?

(see Figure 1.11), 4s and 4p orbitals. Determine
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Packing of spheres

Applications of the packing-of-spheres model
Polymorphism

Alloys and intermetallic compounds

Band theory

Semiconductors

5.1 Introduction

In the solid state, both metallic and ionic compounds
possess ordered arrays of atoms or ions and form crystal-
line materials with lattice structures. Studies of their
structures may conveniently be considered as related
topics because both are concerned with the packing of
spherical atoms or ions. However, differences in bonding
result in quite distinct properties for metallic and ionic
solids. In metals, the bonding is essentially covalent. The
bonding electrons are delocalized over the whole crystal,
giving rise to the high electrical conductivity that is
characteristic of metals. Ionic bonding in the solid state
arises from electrostatic interactions between charged
species (ions), e.g. Na™ and CI~ in rock salt. Tonic solids
are insulators.

An anion is a negatively charged ion and a cation is a
positively charged ion.

Although metallic and ionic solids have three-dimensional
structures, it does not follow that three-dimensional struc-
tures are necessarily metallic or ionic. Diamond, for
example, is a non-metal (see Sections 5.11 and 5.12). In
Sections 1.12 and 1.15, we considered the inclusion of
ionic contributions to ‘covalent’ bonding pictures. Later in
this chapter we shall discuss how including some covalent
character in a predominantly ionic model comes closer to
reality for some so-called ‘ionic’ compounds.

Sizes of ions
lonic lattices
Lattice energy
Born-Haber cycle

Applications of lattice energies

Defects in solid state lattices

5.2 Packing of spheres

Many readers will be familiar with descriptions of metal
lattices based upon the packing of spherical atoms, and in
this section we provide a résumé of common types of pack-
ing, and introduce the terms wunit cell and interstitial hole.

Cubic and hexagonal close-packing

Let us place a number of equal-sized spheres in a rectangular
box, with the restriction that there must be a regular arrange-
ment of spheres. Figure 5.1 shows the most efficient way in
which to cover the floor of the box. Such an arrangement
is close-packed, and spheres that are not on the edges of
the assembly are in contact with six other spheres within
the layer. A motif of hexagons is produced within the assem-
bly. Figure 5.2a shows part of the same close-packed
arrangement of spheres; hollows lie between the spheres
and we can build a second layer of spheres upon the first
by placing spheres in these hollows. However, if we arrange
the spheres in the second layer so that close-packing is again
achieved, it is possible to occupy only every other hollow.
This is shown on going from Figure 5.2a to 5.2b.

Now consider the hollows that are visible in layer B in
Figure 5.2b. There are two distinct types of hollows. Of the
four hollows between the grey spheres in layer B, one lies
over a red sphere in layer A, and three lie over hollows in
layer A. The consequence of this is that when a third layer
of spheres is constructed, two different close-packed arrange-
ments are possible as shown in Figures 5.2¢ and 5.2d. The
arrangements shown can, of course, be extended sideways,
and the sequences of layers can be repeated such that the
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Fig. 5.1 Part of one layer of a close-packed arrangement of
equal-sized spheres. It contains hexagonal motifs.

fourth layer of spheres is equivalent to the first, and so on.
The two close-packed arrangements are distinguished in
that one contains two repeating layers, ABABAB..., while
the second contains three repeating layers, ABCABC...
(Figures 5.2d and 5.2c respectively).

Close-packing of spheres results in the most efficient use of the
space available; 74% of the space is occupied by the spheres.

Place one sphere
over every other

The ABABAB... and ABCABC... packing arrange-
ments are called hexagonal close-packing (hcp) and cubic
close-packing (ccp), respectively. In each structure, any
given sphere is surrounded by (and touches) 12 other spheres
and is said to have 12 nearest neighbours, to have a coordina-
tion number of 12, or to be 12-coordinate. Figure 5.3 shows
representations of the ABABAB... and ABCABC...
arrangements which illustrate how this coordination
number arises; in these diagrams, ‘ball-and-stick’ representa-
tions of the lattice are used to allow the connectivities to be
seen. This type of representation is commonly used but does
not imply that the spheres do not touch one another.

The unit cell: hexagonal and cubic
close-packing

A unit cell is a fundamental concept in solid state chemistry,
and is the smallest repeating unit of the structure which
carries all the information necessary to construct unambigu-
ously an infinite lattice.

The smallest repeating unit in a solid state lattice is a unit
cell.

Layer A (red spheres)
Layer B (grey spheres)
Layer C (blue spheres)

hollow in layer A (©)
Layer A Layer A (red spheres)
@) Layer B (grey spheres)
Layer B contains two
different types of
hollow (see text)
By placing spheres in
one or other of these
different hollows, two
new layers of spheres Layer A (red spheres)
can be produced. Layer B (grey spheres)
Layer A (red sphere)
(d)

Fig. 5.2 (a) One layer (layer A) of close-packed spheres contains hollows that exhibit a regular pattern. (b) A second layer (layer
B) of close-packed spheres can be formed by occupying every other hollow in layer A. In layer B, there are two types of hollow;
one lies over a sphere in layer A, and three lie over hollows in layer A. By stacking spheres over these different types of hollow,
two different third layers of spheres can be produced. The blue spheres in diagram (c) form a new layer C; this gives an ABC
sequence of layers. Diagram (d) shows that the second possible third layer replicates layer A; this gives an ABA sequence.
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(b)

Fig. 5.3 In both the (a) ABA and (b) ABC close-packed arrangements, the coordination number of each atom is 12.

()

(b)

Fig. 5.4 Unit cells of (a) a cubic close-packed (face-centred cubic) lattice and (b) a hexagonal close-packed lattice.

The unit cells in Figure 5.4 characterize cubic (ccp) and
hexagonal close-packing (hcp). Whereas these respective
descriptors are not obviously associated with the packing
sequences shown in Figures 5.2 and 5.3, their origins are
clear in the unit cell diagrams. Cubic close-packing is also
called face-centred cubic (fcc) packing, and this name clearly
reflects the nature of the unit cell shown in Figure 5.4a. The
relationship between the ABABAB. .. sequence and the hcp
unit cell is easily recognized; the latter consists of parts of
three ABA layers. However, it is harder to see the
ABCABC... sequence within the ccp unit cell since the
close-packed layers are not parallel to the base of the unit
cell but instead lie along the body-diagonal of the cube.

Interstitial holes: hexagonal and cubic
close-packing

Close-packed structures contain octahedral and tetrahedral
holes (or sites). Figure 5.5 shows representations of two

Octahedral hole
Tetrahedral hole

(@) (b)

Fig. 5.5 Two layers of close-packed atoms shown (a) with the
spheres touching, and (b) with the sizes of the spheres reduced
so that connectivity lines are visible. In (b), the tetrahedral
and octahedral holes are indicated.
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(a) (b)

Fig. 5.6 Unit cells of (a) a simple cubic lattice and (b) a
body-centred cubic lattice.

layers of close-packed spheres: Figure 5.5a is a ‘space-filling’
representation, while in Figure 5.5b, the sizes of the spheres
have been reduced so that connectivity lines can be shown
(a ‘ball-and-stick’ diagram). This illustrates that the spheres
lie at the corners of either tetrahedra or octahedra; conversely,
the spheres pack such that there are octahedral and tetra-
hedral holes between them. There is one octahedral hole per
sphere, and there are twice as many tetrahedral as octahedral
holes in a close-packed array; the octahedral holes are larger
than the tetrahedral sites. Whereas a tetrahedral hole can
accommodate a sphere of radius <0.23 times that of the
close-packed spheres, a sphere of radius 0.41 times that of
the close-packed spheres fits into an octahedral hole.

Non-close-packing: simple cubic and body-
centred cubic arrays

Spheres are not always packed as efficiently as in close-
packed arrangements; ordered arrays can be constructed in
which the space occupied by the spheres is less than the
74% found for a close-packed arrangement.

If spheres are placed so as to define a network of cubic
frameworks, the unit cell is a simple cube (Figure 5.6a). In
the extended lattice, each sphere has a coordination
number of 6. The hole within each cubic unit is not large
enough to accommodate a sphere equal in size to those in
the array, but if the eight spheres in the cubic cell are
pulled apart slightly, another sphere is able to fit inside the
hole. The result is the body-centred cubic (bcc) arrangement
(Figure 5.6b). The coordination number of each sphere in
a bec lattice is 8.

5.3 The packing-of-spheres model
applied to the structures of elements

In Section 5.2, we considered some of the ways in which hard
spheres may pack together to give ordered arrays. Although
the idea of hard, spherical atoms is at odds with modern

quantum theory, the packing-of-spheres model is extremely
useful for depicting many solid state structures. The model
is applicable to the group 18 elements because they are
monatomic, to metals, and to H, and F, because these
diatomic molecules are freely rotating in the solid state and
so can be regarded as spherical entities.

Group 18 elements in the solid state

The group 18 elements are the ‘noble gases’ (see Chapter 17),
and Table 5.1 lists selected physical data for these elements.
Each element (with the exception of helium, see footnote in
Table 5.1) solidifies only at low temperatures. The enthalpy
changes accompanying the fusion processes are very small,
consistent with the fact that only weak van der Waals
forces operate between the atoms in the solid state. In the
crystalline solid, ccp structures are adopted by each of
solid Ne, Ar, Kr and Xe.

H, and F, in the solid state

The liquefaction of gaseous H, occurs at 20.4 K" and solidi-
fication at 14.0 K. However, even in the solid state, H,
molecules have sufficient energy to rotate about a fixed lat-
tice point and consequently the space occupied by each dia-
tomic can be represented by a sphere. In the solid state, these
spheres adopt an hcp arrangement.

Difluorine solidifies at 53K, and on cooling to 45K, a
phase change occurs to give a distorted close-packed struc-
ture. This description is applicable because, like H,, each
F, molecule rotates freely about a fixed lattice-point. (The
second phase above 45 K has a more complicated structure.)

The application of the packing-of-spheres model to the
crystalline structures of H, and F, is only valid because
they contain freely rotating molecules. Other diatomics
such as the heavier halogens do not behave in this manner
(see Section 16.4).

Metallic elements in the solid state

With the exception of Hg, all metals are solid at 298 K; the
statement ‘solid at room temperature’ is ambiguous because
the low melting points of Cs (301 K) and Ga (303 K) mean
that in some countries, these metals are liquids. Table 5.2
shows that most metals crystallize with ccp, hcp or bce
lattices. However, many metals are polymorphic and exhibit
more than one structure depending upon the conditions of
temperature and/or pressure; we return to this later.

On the basis of the hard sphere model, close-packing
represents the most efficient use of space with a common
packing efficiency of 74%. The bcc structure is not much
less efficient in packing terms, for although there are only
eight nearest neighbours, each at a distance x (compared

TAll phase changes mentioned in this chapter are at atmospheric
pressure, unless otherwise stated.
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Table 5.1 Selected physical data for the group 18 elements.

Element Melting Ag, H(mp) / kI mol ! Boiling point /| K Ay H(bp) [ kI mol ! Van der Waals
point /| K radius (r,) / pm

Helium : - 4.2 0.08 99

Neon 24.5 0.34 27 1.71 160

Argon 84 1.12 87 6.43 191

Krypton 116 1.37 120 9.08 197

Xenon 161 1.81 165 12.62 214

Radon 202 - 211 18 -

“Helium cannot be solidified under atmospheric pressure, the pressure condition for which all other phase changes in the table are considered.

with twelve in the close-packed lattices), there are six more
neighbours at distances of 1.15x, leading to a packing
efficiency of 68%.

Among the few metals that adopt structures other than
ccp, hep or bee lattices are those in group 12. The structures
of Zn and Cd are based upon hep lattices but distortion leads

to each atom having only six nearest neighbours (within the
same layer of atoms) and six others at a greater distance.
Mercury adopts a distorted simple cubic lattice, with the dis-
tortion leading to a coordination number of 6. Manganese
stands out among the d-block metals as having an unusual
structure; the atoms are arranged in a complex cubic lattice

Table 5.2 Structures (at 298 K), melting points (K) and values of the standard enthalpies of atomization of the metallic elements.
@ = hep; ¢ = cep (fee); @ = bee

Be
S -<— Metal lattice type
1560 | =— Melting point (K)
324 | =— Standard enthalpy of atomization (kJmol™")
112 | =— Metallic radius for 12-coordinate atom (pm)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Li Be
® *
454 1560
161 324
157 112
Na Mg Al
([ J L 4 ®
371 923 933
108 146 330
191 160 143
K Ca Sc Ti \'% Cr Mn Fe Co Ni Cu Zn Ga
([ L 4 * L 4 ([ [ J see text [ J * & & see text | see text
337 1115 1814 1941 2183 2180 1519 1811 1768 1728 1358 693 303
90 178 378 470 514 397 283 418 428 430 338 130 277
235 197 164 147 135 129 137 126 125 125 128 137 153
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn
[ J * * * [ J [ J * * & & & see text | see text |see text
312 1050 1799 2128 2750 2896 | 2430 2607 2237 1828 1235 594 430 505
82 164 423 609 721 658 677 651 556 377 285 112 243 302
250 215 182 160 147 140 135 134 134 137 144 152 167 158
Cs Ba La Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi
° ° * 23 ° ° . . ® @ ©  |seetext| @ @ i
301 1000 1193 2506 3290 3695 3459 3306 | 2719 2041 133 234 577 600 544
78 178 423 619 782 850 774 787 669 566 368 61 182 195 210
272 224 188 159 147 141 137 135 136 139 144 155 171 175 182

fSee Figure 14.3¢ and associated text.
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such that there are four environments with coordination
numbers of 12, 13 or 16. Atypical structures are also exhib-
ited by most of the p-block metals. In group 13, Al and TI
adopt ccp and hep lattices respectively, but Ga (the o-
form) and In adopt quite different structures. Atoms of Ga
are organized so that there is only one nearest neighbour
(at 249 pm), with six next-nearest neighbours lying at dis-
tances within the range 270 and 279 pm, i.e. there is a ten-
dency for the atoms to pair together. Indium forms a
distorted ccp lattice, and the twelve near neighbours separate
into two groups, four at 325pm and eight at 338 pm.” In
group 14, Pb adopts a ccp structure, but in white Sn (the
stable allotrope at 298 K), each atom possesses a coordina-
tion number of only 6 (grey Sn, see Section 5.4). Metals
with coordination numbers of less than 8 are among those
that are the most volatile.

5.4 Polymorphism in metals

Polymorphism: phase changes in the solid
state

It is generally convenient to consider the structures of metals
in terms of the observed lattice type at 298 K and atmos-
pheric pressure,’ but these data do not tell the whole story.
When subjected to changes in temperature and/or pressure,
the structure of a metal may change; each form of the
metal is a particular polymorph. For example, scandium
undergoes a reversible transition from an hcp lattice (a-Sc)
to a bee lattice (B-Sc) at 1610 K. Some metals undergo
more than one change: at atmospheric pressure, Mn under-
goes transitions from the a- to B-form at 983 K, from the
B- to y-form at 1352K, and from y- to o-Mn at 1416 K.
Although o-Mn adopts a complex lattice (see above), the
B-polymorph has a somewhat simpler structure containing
two 12-coordinate Mn environments, the y-form possesses
a distorted ccp structure, and the o-polymorph adopts a
bee lattice. Phases that form at high temperatures may be
quenched to lower temperatures (i.e. rapidly cooled with
retention of structure), allowing the structure to be
determined at ambient temperatures. Thermochemical data
show that there is usually very little difference in energy
between different polymorphs of an element.

 For more detailed discussions of the origin of the distorted ccp struc-
ture of indium and an overall view of the structures of the group 13
metals, see: U. Hdussermann et al. (1999) Angewandte Chemie Inter-
national Edition, in English, vol. 38, p. 2017; U. Hdussermann et al.
(2000) Angewandte Chemie International Edition, in English, vol. 39,
. 1246.

?A]though we often refer to ‘atmospheric pressure’, a pressure of
1 bar (1.00 x 10° Pa) has been defined by the IUPAC as the standard
pressure. Until 1982, the standard pressure was 1 atmosphere
(latm = 101300 Pa) and this pressure remains in use in some tables of
physical data.

TR | Liquid
2000
fee
1400
800 —
hep
bee
200 T T T T T

P/bar

Fig. 5.7 A pressure—temperature phase diagram for iron.

If a substance exists in more than one crystalline form, it is
polymorphic.

An interesting example of polymorphism is observed for tin.
At 298K and 1 bar pressure, B-Sn (white tin) is the
thermodynamically stable polymorph but lowering the tem-
perature to 286 K results in a slow transition to o-Sn (grey
tin). The f — o transition is accompanied by a change in
coordination number from 6 to 4, and «-Sn adopts a dia-
mond-type lattice (see Figure 5.19). The density of Sn
decreases from 7.31 to 5.75gem > during the p —= o transi-
tion, whereas it is more usual for there to be a increase in den-
sity in going from a higher to lower temperature polymorph.

Phase diagrams

In order to appreciate the effects on an element of changing
the temperature and pressure, a phase diagram must be con-
sulted. Figure 5.7 shows the phase diagram for Fe; each line
on the diagram is a phase boundary and crossing a boundary
(i.e. changing the phase of the metal) requires a change of
temperature and/or pressure. For example, at 298 K and
1 bar pressure, Fe has a bce structure (o-Fe). Raising the
temperature to 1185K (still at 1 bar) results in a transition
to y-Fe with an fcc structure. A transition from o- to y-Fe
also occurs by increasing the pressure on Fe maintained at,
e.g., 800 K.

5.5 Metallic radii

The metallic radius, ryeq, 1S defined as half of the distance
between the nearest-neighbour atoms in a solid state metallic
lattice. However, structural data for different polymorphs of
the same metal indicate that ry., varies with the coordina-
tion number. For example, the ratio of the interatomic
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distances (and, therefore, of reu) in @ bee polymorph to
those in close-packed forms of the same metal is 0.97:1.00,
corresponding to a change in coordination number from 8
to 12. If the coordination number decreases further, rypu
also decreases:

Coordination number 12 8 6 4
Relative radius 1.00 097 096 0.88

The metallic radius is half of the distance between the nearest-
neighbour atoms in a solid state metal lattice, and is
dependent upon coordination number.

The values of rp. listed in Table 5.2 refer to 12-coordi-
nate metal centres; since not all metals actually adopt struc-
tures with 12-coordinate atoms, some values of 7. have
been estimated. The need for a consistent set of data is
obvious if one is to make meaningful comparisons within a
periodic sequence of elements. Values of r.. (Table 5.2)
increase down each of groups 1, 2, 13 and 14. In each of
the triads of the d-block elements, ., generally increases
on going from the first to second row element, but there is
little change on going from the second to third row metal.
This latter observation is due to the presence of a filled 4f
level, and the so-called lanthanoid contraction (see Sections
22.3 and 24.3).

Worked example 5.1 Metallic radii

Use values of rye, in Table 5.2 to deduce an appropriate
value for the metallic radius (a) rg in metallic K at 298 K
and 1bar pressure, and (b) rg, in a-Sn. Is the answer for part
(b) consistent with the observed interatomic distance in a-Sn of
280 pm?

The values of 7y in Table 5.2 refer to 12-coordinate
metal atoms, and values of K and Sn are 235 and 158 pm
respectively.

(a) The structure of K at 298 K and 1 bar pressure is bcc,
and the coordination number of each K atom is 8. From the
relative radii listed in the text:

I'12-coordinate

1
I'3_coordinate 0.97
The appropriate radius for a K atom in a bec lattice is:
Fg-coordinate = 0.97 X (r12—coordinate) =0.97 x 235 =228 pm

(b) In a-Sn, each Sn atom is 4-coordinate. From the
relative radii listed in the text:

I'12-coordinate 1
4 coordinate 0.88
The radius for a Sn atom in o-Sn is estimated from:

F'4-coordinate = 0.88 x (r12fcoordinate) =0.88 x 158 = 139 pm

The interatomic distance is twice the value of r,e1, and so
the calculated value of the Sn—Sn distance of 278 pm is in
good agreement with the observed value of 280 pm.

Self-study exercises

Use data in Table 5.2.
1. Estimate a value for the metallic radius, ry,, in metallic Na
(298 K, 1 bar). |Ans. 185 pm]

2. The internuclear separation of two Na atoms in the metal
(298K, 1 bar) is 372 pm. Estimate a value of r,., appropriate
for 12-coordination. |Ans. 192 pm]

5.6 Melting points and standard
enthalpies of atomization of metals

The melting points of the metallic elements are given in Table
5.2 and periodic trends are easily observed. The metals with
the lowest melting points are in groups 1, 12, 13 (with the
exception of Al), 14 and 15. These metals are, in general,
those that do not adopt close-packed structures in the solid
state. The particularly low melting points of the alkali
metals (and correspondingly low values of the standard
enthalpies of fusion which range from 3.0kJmol~' for Li
to 2.1kJ mol~! for Cs) often give rise to interesting practical
observations. For example, when a piece of potassium is
dropped on to water, exothermic reaction 5.1 occurs, provid-
ing enough heat energy to melt the unreacted metal; the
molten potassium continues to react vigorously.

2K + 2H,0 — 2KOH + H, (5.1)

Values of the standard enthalpies of atomization,
A,H°(298 K), (or sublimation) in Table 5.2 refer to the pro-
cesses defined in equation 5.2, and correspond to the destruc-
tion of the metallic lattice. Mercury is an exception, since at
298 K it is a liquid.
%Mn(standard state) — M(g) (5.2)
Those metals with the lowest values of A,H°(298K) are
again those with other than close-packed structures. Since
A, H° appears in thermochemical cycles such as the Born—
Haber cycle (see Section 5.14), it is clear that A,H® is
important in accounting for the reactivity patterns of these
metals.

In general, there appears to be a rough correlation
between values of A, H°(298 K) and the number of unpaired
electrons. In any long period (K to Ga, Rb to Sn, and Cs to
Bi in Table 5.2), the maximum values are reached in the
middle of the d-block (with the exception of Mn which has
the atypical structure described in Section 5.3).
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RESOURCES, ENVIRONMENTAL AND BIOLOGICAL

Box 5.1 Iron and steel production and recycling

The major raw materials for the commercial production of
Fe are haematite (Fe,0O;3), magnetite (Fe;0,) and siderite
(FeCOs;) (see also Section 21.2). The extraction of iron is

carried out on an enormous scale to meet the consumer
demands for both iron and steel. In 2001, China, Japan,
the US and Russia led the world in the production of steel:
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The industrial manufacturing processes for iron and steel
can be summarized as follows. Iron ore is mixed with
limestone (CaCO3) and coke in a blast furnace in which
temperatures vary from 750 to 2250 K. Carbon is converted
to CO in the highest temperature zone, but both C and CO
may reduce the iron ore:

2C + 0, — 2CO
Fe,0; + 3C — 2Fe + 3CO
Fe,0; + 3CO — 2Fe + 3CO,

The function of the limestone is to remove impurities and the
product of these reactions is slag, which contains, for exam-
ple, calcium silicate. Molten Fe from the furnace is collected
and cooled in salt-moulds as pig iron, which contains 2-4% C
plus small amounts of P, Si, S and Mn. After remelting and
moulding, the product is cast iron; this is brittle and its exact
nature depends upon the relative amounts of secondary
elements. A high Si content results in the C being in the
form of graphite, and the cast iron so formed is called grey
cast iron. On the other hand, white cast iron forms when
the Si content is low and carbon is present within the iron—
carbon phase cementite, Fe;C.

The puddling process is used to convert cast iron to
wrought iron; oxidation of C, S and other impurities leaves
wrought iron with <0.2% C content. Unlike cast iron,
wrought iron is tough and malleable and is readily worked;
its applications, in wrought iron railings and window and
door grills, are widespread.

Iron can be converted into steel by the Bessemer, Siemens
electric arc or basic oxygen processes. The Bessemer process
was the first to be patented, but the Siemens electric arc and
basic oxygen processes are used in modern steel production.
In the basic oxygen process, O, oxidizes the carbon in pig
iron, reducing its content to the levels required for commer-
cial steel (see main text). In the US, the basic oxygen process
uses >25% recycled steel and produces steel suitable for, for
example, vehicle bodies. The electric arc process is used to
produce steel for large steel structures (e.g. bridge girders)
and almost 100% of such steel is recycled.

Recycling

Considering the period over which steel has been commercially
produced, steel recycling has become important only relatively
recently. In the US, the Steel Recycling Institute encourages



steel-can recycling, a process that has grown from 15% of cans
being reclaimed in 1988, to nearly 60% in 2000; this cor-
responded to 18 billion cans in 2000. Recycled steel can ori-
ginate from steel cans, household appliances, vehicles and
construction materials. In 2000 in the US, the steel from 14
million cars was recycled. Overall, each year between 1988
and 2000 has seen 64—69% of steel recycled in the US.

5.7 Alloys and intermetallic compounds

The physical properties of many metals render them unsuita-
ble for fabrication and engineering purposes. By combining
two or more metals, or metals with non-metals, one can
form alloys with enhanced properties such as strength,
malleability, ductility, hardness or resistance to corrosion.
For example, adding Sn to Pb gives Pb-based alloys with
applications as solders; by varying the Pb:Sn ratio, the
melting point of the solder can be modified and tailored to
the needs of particular applications.

An alloy is an intimate mixture or, in some cases, a
compound of two or more metals, or metals and non-metals;
alloying changes the physical properties and resistance to
corrosion, heat etc. of the material.

Alloys are manufactured by combining the component
elements in the molten state followed by cooling. If the
melt is quenched (cooled rapidly), the distribution of the
two types of metal atoms in the solid solution will be
random; the element in excess is termed the solvent, and
the minor component is the solute. Slow cooling may
result in a more ordered distribution of the solute atoms.

Fig. 5.8 In a substitutional alloy, some of the atom sites
in the host lattice (shown in grey) are occupied by solute
atoms (shown in red).
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Further reading

N.N. Greenwood and A. Earnshaw (1997), Chemistry of the
Elements, 2nd edn, Butterworth-Heinemann, Oxford,
p. 1072.

F.J. Berry (1993) ‘Industrial chemistry of iron and its
compounds’ in Chemistry of Iron, ed. J. Silver, Blackie,
Glasgow.

The subject of alloys is not simple, and we shall introduce
it only by considering the classes of substitutional and inter-
stitial alloys, and intermetallic compounds.

Substitutional alloys

In a substitutional alloy, atoms of the solute occupy sites in
the lattice of the solvent metal (Figure 5.8). To maintain the
original lattice structure of the host metal, atoms of both
components should be of a similar size. The solute atoms
must also tolerate the same coordination environment as
atoms in the host lattice. An example of a substitutional
alloy is sterling silver (used for silver cutlery and jewellery)
which contains 92.5% Ag and 7.5% Cu; elemental Ag and
Cu both adopt ccp lattices and rpepi(Ag) & Fpea (Cu)
(Table 5.2).

Interstitial alloys

A close-packed lattice contains tetrahedral and octahedral
interstitial holes (see Figure 5.5). Assuming a hard-sphere
model for the atomic lattice,T one can calculate that an atom
of radius 0.41 times that of the atoms in the close-packed
array can occupy an octahedral hole, while significantly
smaller atoms may be accommodated in tetrahedral sites.
We illustrate interstitial alloys by discussing carbon
steels in which C atoms occupy a small proportion of the
octahedral holes in an Fe lattice. a-Iron possesses a bce
structure at 298 K (1 bar pressure), and a transition to y-Fe
(ccp) occurs at 1185K; over the range 1674 to 1803 K,
o-Fe is again observed (Figure 5.7). Carbon steels are
extremely important industrially (see Box 5.7), and there
are three basic types designated by their carbon content.
Low carbon steel contains between 0.03 and 0.25% carbon
and is used for steel sheeting, e.g. in the motor vehicle indus-
try and in the manufacture of steel containers. Medium
carbon steel contains 0.25-0.70% C, and is suited for uses
such as bolts, screws, machine parts, connecting rods and
railings. The strongest of the carbon steels, high carbon
steel, contains 0.8-1.5% C and finds applications in a variety
of cutting and drilling tools. The corrosion of carbon steels is
a disadvantage of the material, but coatings can be applied to
inhibit such action. Galvanized steel possesses a Zn coating;

It is important not to lose sight of the fact that the hard-sphere
model is approximate and conflicts with the wave-mechanical view of
the atom.
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Box 5.2 Stainless steel: corrosion resistance by adding chromium

Stainless steels are examples of alloy steels, i.e. ones that
contain a d-block metal in addition to carbon. Stainless
steels have a significant content of the alloy metal and are
of high commercial value because of their high resistance
to corrosion. All contain a minimum of 10.5% (by mass)
of chromium and the resistance to corrosion arises from
the formation of a thin layer of Cr,O5 (=13 000 pm thick)
over the surface of the steel. The oxide layer passivates
(see Section 9.4) the steel and is self-repairing, i.e. if some
of the oxide coating is scratched off, further oxidation of
the chromium in the steel necessarily repairs the ‘wound’.
A further property that makes stainless steels commercially
important is that they can be polished to satin or mirror
finishes and this is easily appreciated in the ranges of
stainless steel cutlery available to the consumer.

There are four main classes of stainless steel (austenitic,
ferritic, ferritic-austenitic (duplex) and martensitic), and
within these, a variety of different grades. The names ferritic
and austenitic follow from their structures: ferrite (B-Fe)
and austenite (y-Fe) lattices hosting the alloying elements.
The presence of Cr promotes the formation of the ferrite
structure, while the austenite lattice forms when Ni is
introduced. While ferritic and martensitic stainless steels
are magnetic, austenitic stainless steel is non-magnetic.
Further additives to some stainless steels are molybdenum
(which improves corrosion resistance) and nitrogen
(which adds strength and improves corrosion resistance).

Ferritic stainless steels commonly contain 17% Cr and
<0.12% C. Such steels are used in household appliances
(e.g. washing machines and dishwashers) and in vehicle
trim. Increasing the carbon content of ferritic stainless
steels results in the formation of martensitic stainless

Zn has a low mechanical strength but a high resistance to
corrosion and combined with the high mechanical strength
of the steel, galvanized steel meets the demands of many
industrial applications. If the Zn coating is scratched reveal-
ing the Fe beneath, it is the Zn that oxidizes in preference to
the Fe; the scratched Zn coating behaves as a sacrificial
anode (see Box 7.3).

An alternative method of enhancing the properties of
steel is to alloy it with another metal, M; this combines
both interstitial and substitutional alloy structures, with C
occupying holes in the Fe lattice, and M occupying lattice
sites. Stainless steel is an example of an alloy steel and is
discussed further in Box 5.2. For high-wear resistance (e.g.
in rail and tram tracks), Mn is alloyed with steel. Other
alloy steels contain Ti, V, Co or W, and each solute metal
confers specific properties on the finished product. Specific
steels are described in Sections 21.2 and 22.2.

steels (which usually contain 11-13% Cr). These steels
are strong, hard and can be sharpened, and are used to
make knives and other blades. Austenitic stainless steels
contain >7% nickel (the most common grade contains
18% Cr, 9% Ni and <0.08% C) and are ductile,
making them suitable for use in the manufacture of
forks and spoons. The toughness and ease of welding of
austenitic stainless steels lead to their widespread use in
the manufacturing industry. In the home, austenitic
stainless steels are used in food processors and kitchen
sinks. A combination of ferritic and austenitic stainless
steels leads to the duplex stainless steels (22% Cr, 5%
Ni, 3% Mo, 0.15% N, <0.03% C) with properties that
make them suitable for use in, for example, hot-water
tanks. Further modifications to the main classes of
stainless steel lead to additional grades for specialized
applications.

Stainless steels appear in every facet of our lives, from
consumer goods (especially in the kitchen, where clean-
liness and corrosion-resistance are essential) to industrial
storage tanks, chemical plant components, vehicle parts
including exhaust pipes and catalytic converters (see
Section 26.6), and a wide range of industrial corrosion-
resistant components. Building projects also make wide
use of stainless steels, both in construction and in external
decorative parts.

Further reading

Web-based site: www.worldstainless.org
Related information: Box 21.1 Chromium: resources and
recycling.

Intermetallic compounds

When melts of some metal mixtures solidify, the alloy
formed may possess a definite lattice type that is different
from those of the pure metals. Such systems are classified
as intermetallic compounds, e.g. B-brass, CuZn. At 298K,
Cu has a ccp lattice and Zn has a structure related to an
hep array, but B-brass adopts a bee structure. The relative
proportions of the two metals are crucial to the alloy
being described as an intermetallic compound. Alloys
labelled ‘brass’ may have variable compositions, and
the a-phase is a substitutional alloy possessing the ccp
structure of Cu with Zn functioning as the solute. B-Brass
exists with Cu:Zn stoichiometries around 1:1, but
increasing the percentage of Zn leads to a phase transition
to y-brass (sometimes written as CusZng, although the
composition is not fixed), followed by a transition to
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an approximate stoichiometry of

5.8 Bonding in metals and
semiconductors

If we consider the various structure types adopted by metals
and then try to provide a model for localized metal-metal
bonding, we run into a problem: there are not enough
valence shell orbitals or electrons for each metal atom to
form two-centre two-electron bonds with all its neighbours.
For example, an alkali metal has eight near-neighbours
(Table 5.2), but only one valence electron. We must therefore
use a bonding model with multi-centre orbitals (see Sections
4.4-4.7). Further, the fact that metals are good electrical
conductors means that the multi-centre orbitals must
spread over the whole metal crystal so that we can account
for the electron mobility. Several bonding theories have
been described, and band theory is the most general. Before
discussing band theory, we review electrical conductivity
and resistivity.

Electrical conductivity and resistivity

An electrical conductor offers a low resistance (measured in
ohms, ) to the flow of an electrical current (measured in
amperes, A).

The electrical resistivity of a substance measures its
resistance to an electrical current (equation 5.3); for a wire
of uniform cross-section, the resistivity (p) is given units of
ohm metre (2 m).

resistivity (in 2m)

x length of wire (in m)
cross-sectional area of wire (in m?)
_pxl
a
Figure 5.9 shows the variation in resistivity of three metals
with temperature. In each case, p increases with temperature,
and the electrical conductivity (which is the inverse of
the resistance) decreases as the temperature is raised. This
property distinguishes a metal from a semiconductor, which
is a material in which the electrical conductivity increases
as the temperature increases (Figure 5.10).

Resistance (in Q) =

R

(5.3)

The electrical conductivity of a metal decreases with
temperature; that of a semiconductor increases with
temperature.

" The variation of phases with temperature and Cu:Zn stoichiometry is
more complex than this description implies; see N.N. Greenwood and
A. Earnshaw (1997) Chemistry of the Elements, 2nd edn, Butterworth-
Heinemann, Oxford, p. 1178.
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Fig. 5.9 A metal is characterized by the fact that its electrical
resistivity increases as the temperature increases, i.e. its
electrical conductivity decreases as the temperature increases.

Band theory of metals and insulators

The fundamental concept of band theory is to consider the
energies of the molecular orbitals in an assembly of metal
atoms. An MO diagram describing the bonding in a metallic
solid is characterized by having groups of MOs (i.e. hands)
which are very close in energy. We can readily see how
bands arise by constructing an approximate MO diagram
for lithium metal, Li,,.

The valence orbital of an Li atom is the 2s atomic orbital,
and Figure 5.11 shows schematic MO diagrams for the
formation of species incorporating different numbers of Li
atoms (see Section 1.13). If two Li atoms combine, the over-
lap of the two 2s atomic orbitals leads to the formation of
two MOs; if three Li atoms combine, three MOs are
formed, and so on. For n Li atoms, there are n MOs, but
because the 2s atomic orbitals possess the same energy, the
energies of the resultant MOs are very close together and
so are termed a band of orbitals. Now, let us apply the
aufbau principle and consider the occupation of the MOs
in Figure 5.11. Each Li atom contributes one electron; in
Li,, this leads to the lowest MO being filled, and in Lij,
the lowest MO is fully occupied and the next MO is half-
filled. In Li,, the band must be half-occupied. Since the
band of MOs in Li, contains contributions from all the Li
atoms, the model provides a delocalized picture of the
bonding in the metal. Moreover, because the energies of
the MOs within the band are very close together and not

NS}

—_

Resistivity/ Qm

0 T T
250 300 350
Temperature/K

Fig. 5.10 A semiconductor, such as germanium, is
characterized by the fact that its electrical resistivity decreases
as the temperature increases; thus, its electrical conductivity
increases as the temperature increases.
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Fig. 5.11 The interaction of two 2s atomic orbitals in Li,
leads to the formation of two MOs. With three Li atoms,
three MOs are formed, and so on. For Li,, there are n
molecular orbitals, but because the 2s atomic orbitals are all
of the same energy, the energies of the MOs are very close
together and constitute a hand of orbitals.

all the MOs are populated in the ground state, electrons can
move into vacant MOs within the band under the influence of
an electric field. Because of the delocalization, we can readily
rationalize the movement of electrons from one Li atom
to another, and understand why electrical conductivity
results. This model indicates that electrical conductivity is
a characteristic property of partially filled bands of MOs.
In theory, no resistance should oppose the flow of a current
if the nuclei are arranged at the points of a perfectly ordered
lattice, and the increased thermal population of higher energy
levels within the band at higher temperatures might be
expected to lead to an increase in the electrical conductivity.
In practice, however, thermal vibrations of the nuclei
produce electrical resistance and this effect is sufficiently
enhanced at higher temperatures so as to result in a decrease
in the conductivity of the metal as the temperature increases.

A band is a group of MOs, the energy differences between
which are so small that the system behaves as if a continuous,
non-quantized variation of energy within the band is
possible.

The model just described for Li is oversimplified; bands
are also formed by the overlap of higher energy (unoccupied)
atomic orbitals, and the 2p band actually overlaps with the 2s
band to some extent since the s—p separation in atomic Li is
relatively small. This is also true for Be and, of course, this
is of great significance since the ground state electronic
configuration of Be is [He]2s?; were the energy separation
of the 2s and 2p bands in Be large, the 25 band would be
fully occupied and Be would be an insulator. In reality, the
2s and 2p bands overlap, and generate, in effect, a single,
partially occupied band, thereby giving Be its metallic
character. Figure 5.12a—c illustrates that:

Energy

(a) (b) (©) )

Fig. 5.12 The relative energies of occupied and empty bands
in (a) an insulator, (b) a metal in which the lower band is only
partially occupied, (c) a metal in which the occupied and
empty bands overlap, and (d) a semiconductor.

e a fully occupied band separated from the next (empty)
band by a large energy separation (the band gap) leads
to the material being an insulator;

e a partially occupied band leads to the material being
metallic;

e metallic character is also consistent with the overlap of an
occupied and a vacant band.

A band gap occurs when there is a significant energy
difference between two bands.

The Fermi level

The energy level of the highest occupied orbital in a metal at
absolute zero is called the Fermi level. At this temperature,
the electronic configuration predicted by the aufbau principle
appertains and so, in Li for example, the Fermi level lies
exactly at the centre of the half-filled band. For other
metals, the Fermi level lies at or near the centre of the
band. At temperatures above 0K, electrons thermally
populate MOs just above the Fermi level, and some energy
levels just below it remain unoccupied. In the case of a
metal, the thermal populations of different energy states
cannot be described in terms of a Boltzmann distribution,
but are instead given by the Fermi—Dirac distribution.’

 For a mathematical treatment of Fermi-Dirac statistics, see Appendix
17 in M. Ladd (1994) Chemical Bonding in Solids and Fluids, Ellis
Horwood, Chichester.



Band theory of semiconductors

Figure 5.12d illustrates a situation in which a fully occupied
band is separated from an unoccupied band by a small band
gap. This property characterizes a semiconductor. In this
case, electrical conductivity depends upon there being suffi-
cient energy available for thermal population of the upper
band, and it follows that the conductivity increases as the
temperature is raised. In the next section, we look more
closely at the types and properties of semiconductors.

5.9 Semiconductors

Intrinsic semiconductors

In the macromolecular structures of diamond, silicon, ger-
manium and o-tin, each atom is tetrahedrally sited (see
Figure 5.19). An atom of each element provides four valence
orbitals and four valence electrons, and, in the bulk element,
this leads to the formation of a fully occupied band and an
unoccupied band lying at higher energy. The corresponding
band gap can be measured spectroscopically since it is equal
to the energy needed to promote an electron across the
energy gap. For C, Si, Ge and o-Sn, the band gaps are 520,
106, 64 and 8kJmol ! respectively. The variation down
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group 14 leads to C being an insulator, while for o-Sn, the
band structure approaches that of a single, partially occupied
band and this allotrope of Sn tends towards being metallic.

Each of Si, Ge and o-Sn is classed as an intrinsic semi-
conductor, the extent of occupation of the upper band
increasing with increasing temperature. Electrons present
in the upper conduction band act as charge carriers and
result in the semiconductor being able to conduct electricity.
Additionally, the removal of electrons from the lower valence
band creates positive holes into which electrons can move,
again leading to the ability to conduct charge.

A charge carrier in a semiconductor is either a positive hole or
an electron that is able to conduct electricity.

Extrinsic (n- and p-type) semiconductors

The semiconducting properties of Si and Ge can be enhanced
by doping these elements with atoms of a group 13 or group
15 element. Doping involves the introduction of only a
minutely small proportion of dopant atoms, less than 1 in
10%, and extremely pure Si or Ge must first be produced.
The reduction of SiO, in an electric furnace gives Si, and
the Czochralski process (see Box 5.3) is used to draw
single crystals of Si from the melt. We describe how dopants
are introduced into semiconductors in Section 27.6.

Box 5.3 The production of pure silicon for semiconductors

Semiconductors demand the use of silicon of extreme purity.
The native element does not occur naturally and silica (SiO,)
and silicate minerals are its principal sources. Silicon can be
extracted from silica by reduction with carbon in an electric fur-
nace, but the product is far too impure for the semiconductor
industry. A number of purification methods are used, but of
these, two are important for producing single crystals of Si.

Zone melting

Beginning with a polycrystalline Si rod, a small zone (which lies
perpendicular to the direction of the rod) is melted. The focus-
point of the zone is gradually moved along the length of the rod;
under carefully controlled conditions, cooling, which takes
place behind the melt-zone, produces single crystals while
impurities migrate along the rod with the molten material.
Since the first experiments in the 1950s to develop this techni-
que, the method has been adapted commercially and involves
many passes of the melt-zone along the silicon rod before
crystals suitable for use in semiconductors are obtained.

The Czochralski process

The principle of the Czochralski process is to draw single
crystals of Si from the molten element. The thermal

decomposition of ultra-pure SiHCl; is first used to obtain
Si of high purity, and the polycrystalline or powdered
element is then placed in a crucible, surrounded by a heating
device. Controlled drawing conditions permit single
crystals (=2-3cm in diameter) to be drawn from the Si
melt; the drawing-wire attached to the crystal being grown
is rotated in a direction countering the rotation of the
crucible; the conditions aim to provide a uniform dis-
tribution within the crystal of any remaining impurities.
The crucible material is obviously critical; for example, if
quartz is used, O atoms may be introduced into the Si
crystals.

Further reading

Gmelin Handbook of Inorganic Chemistry (1984), Silicon
Part Al ‘History’, System number 15, Springer-Verlag,
Berlin, p. 51.

T.J. Trentler, K.M. Hickman, S.C. Goel, A.M. Viano, P.C.
Gibbons and W.E. Buhro (1995) Science, vol. 270,
p. 1791.

See also: Section 13.6 (hydrides of group 14 elements) and
Section 27.6 (chemical vapour deposition).
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Fig. 5.13 (a) In a p-type semiconductor (e.g. Ga-doped Si),
electrical conductivity arises from thermal population of an
acceptor level which leaves vacancies (positive holes) in the
lower band. (b) In an n-type semiconductor (e.g. As-doped
Si), a donor level is close in energy to the conduction band.

Extrinsic semiconductors contain dopants; a dopant is an
impurity introduced into a semiconductor in minute
amounts to enhance its electrical conductivity.

In Ga-doped Si, the substitution of a Ga (group 13) for a
Si (group 14) atom in the bulk solid produces an electron-
deficient site. This introduces a discrete, unoccupied level
into the band structure (Figure 5.13a). The band gap that
separates this level from the lower-lying occupied band is
small (=10 kJ mol ") and thermal population of the accepror
level is possible. The acceptor levels remain discrete if the
concentration of Ga atoms is low, and in these circumstances
the electrons in them do not contribute directly to the
electrical conductance of the semiconductor. However, the
positive holes left behind in the valence band act as charge
carriers; one can think either in terms of an electron
moving into the hole, thereby leaving another hole into
which another electron can move and so on, or in terms of
the movement of positive holes (in the opposite direction
to the electron migration). This gives rise to a p-type (p
stands for positive) semiconductor. Other group 13 dopants
for Si are B and Al.

In As-doped Si, replacing an Si (group 14) by an As (group
15) atom introduces an electron-rich site. The extra electrons
occupy a discrete level below the conduction band (Figure
5.13b), and, because of the small band gap (=10 kJ mol ™),
electrons from the donor level can thermally populate the
conduction band where they are free to move. Electrical
conduction can be described in terms of the movement of
negatively charged electrons and this generates an n-type (n
stands for negative) semiconductor. Phosphorus atoms can
similarly be used as dopants in silicon.

The n- and p-type semiconductors are extrinsic semi-
conductors, and their precise properties are controlled by
the choice and concentration of dopant. Semiconductors
are discussed further in Section 27.6.

5.10 Sizes of ions

Before we embark upon a discussion of the structures of
ionic solids, we must say something about the sizes of ions,
and define the term ionic radius. The process of ionization
(e.g. equation 5.4) results in a contraction of the species
owing to an increase in the effective nuclear charge. Simi-
larly, when an atom gains an electron (e.g. equation 5.5),
the imbalance between the number of protons and electrons
causes the anion to be larger than the original atom.

Na(g) — Na™(g) + ¢~
F(g)+e —F (g

lonic radii

Although from a wave-mechanical viewpoint, the radius of
an individual ion has no precise physical significance, for
purposes of descriptive crystallography, it is convenient to
have a compilation of values obtained by partitioning meas-
ured interatomic distances in ‘ionic’ compounds. Values of
the ionic radius (r,,) may be derived from X-ray diffraction
data. However, experimental data only give the internuclear
distance and we generally take this to be the sum of the ionic
radii of the cation and anion (equation 5.6).

Internuclear distance between

a cation and the closest anion

in a lattice (5.6)

Equation 5.6 assumes a hard sphere model for the ions, with
ions of opposite charge touching one another in the crystal
lattice. Use of such an approximation means that the assign-
ment of individual radii is somewhat arbitrary. Among many
approaches to this problem we mention three.

Landé assumed that in the solid state structures of the
lithium halides, LiX, the anions were in contact with one
another (see diagram 5.1 and Figure 5.15a with the accom-
panying discussion). Landé took half of each anion—anion
distance to be the radius of that anion, and then obtained
ri;+ by substituting into equation 5.6 values of r¢- and the
measured internuclear Li—X distances.

= Fcation T Tanion

d=rp+ry

(5.1)

Pauling considered a series of alkali metal halides, each
member of which contained isoelectronic ions (NaF, KClI,
RbBr, Csl). In order to partition the ionic radii, he assumed
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Box 5.4 Radius ratio rules

The structures of many ionic crystals can be rationalized 7o a
first approximation by considering the relative sizes and
relative numbers of the ions present. For monatomic ions,
cations are wusually smaller than anions (see Appendix 6),
although examples such as KF and CsF show that this is

7
not always true. The radius ratio —- can be used to make a

first guess at the likely coordination number and geometry
around the cation using a set of simple rules:

r
Value of ri Predicted Predicted
- coordination coordination
number of geometry of
cation cation
<0.15 2 Linear
0.15-0.22 3 Trigonal planar
0.22-0.41 4 Tetrahedral
0.41-0.73 6 Octahedral
>0.73 8 Cubic

For a given compound stoichiometry, predictions about the
coordination type of the cation necessarily make predictions
about the coordination type of the anion. Use of radius ratios
meets with some success, but there are many limitations. We
can exemplify this by looking at the group 1 halides. The

that the radius of each ion was inversely proportional to its
actual nuclear charge less an amount due to screening effects.
The latter were estimated using Slater’s rules (see Box 1.6).

Goldschmidt and, more recently, Shannon and Prewitt,
concentrated on the analysis of experimental data (mostly
fluorides and oxides) with the aim of obtaining a set of
ionic radii which, when combined in pairs (equation 5.6),
reproduced the observed internuclear distances. In view of
the approximate nature of the concept of the ionic radius,
no great importance should be attached to small differences
in quoted values so long as self-consistency is maintained in
any one set of data. Further, some dependence of ionic size
on coordination number is expected if we consider the differ-
ent electrostatic interactions that a particular ion experiences
in differing environments in an ionic crystal; r;,, for a given
ion increases slightly with an increase in coordination
number.

Values of ionic radii for selected ions are listed in Appen-
dix 6. Tonic radii are sometimes quoted for species such as
Si** and CI’*, but such data are highly artificial. The sums
of the appropriate ionization energies of Si and Cl (9950
and 39500kJmol~" respectively) make it inconceivable
that such ions exist in stable species. Nonetheless, a value
for the radius of ‘CI’"” can be calculated by subtracting

ionic radii are as follows:

Cation Li" Na®™ KT Rb"  Cs"
ry / pm 76 102 138 149 170

Anion F~ Cl™ Br~ I~
r_ |/ pm 133 181 196 220

For LiF, the radius ratio is 0.57 and so an octahedral co-
ordination around the Li" cation is predicted; for LiF, this
corresponds to an NaCl type lattice, in agreement with the
observed structure. In fact each of the group 1 halides
(except CsCl, CsBr and Csl) at 298 K and 1 bar pressure
adopts the NaCl type structure; CsCl, CsBr and CsI adopt
the CsCl type lattice. Radius ratio rules predict the correct
structures in only some cases; they predict tetrahedral
coordination for the cations in LiBr and Lil, and cubic
coordination in NaF, KF, KCI, RbF, RbCl, RbBr and CsF
(in addition to CsCl, CsBr and Csl). Radius ratio rules give
only one prediction for any one ionic crystal, and some
compounds undergo phase changes under the influence of
temperature and pressure, e.g. when CsCl is sublimed onto
an amorphous surface, it crystallizes with the NaCl structure
and, under high-pressure conditions, RbCl adopts a CsCl
type lattice.

ro>- from the C1-O internuclear distance in [ClO4] .

We should mention that in the few cases in which the vari-
ation in electron density in a crystal has been accurately
determined (e.g. NaCl), the minimum electron density does
not in fact occur at distances from the nuclei indicated by
the ionic radii in general use; e.g. in LiF and NaCl, the
minima are found at 92 and 118 pm from the nucleus of
the cation, whereas tabulated values of rp;+ and ry,+ are 76
and 102 pm, respectively. Such data make it clear that
discussing lattice structures in terms of the ratio of the
ionic radii is, at best, only a rough guide. For this reason,
we restrict our discussion of radius ratio rules to that in
Box 5.4.

Periodic trends in ionic radii

Figure 5.14 illustrates trends in ionic radii on descending
representative groups and on crossing the first row of the
d-block. In each case, r;,, corresponds to that of a 6-coordi-
nate ion. The cation size increases on descending groups 1
and 2, as does the anion size on descending group 17.
Figure 5.14 also allows comparisons of the relative sizes of
cations and anions in alkali metal and alkaline earth metal
halide salts (see Section 5.11).
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Fig. 5.14 Trends in ionic radii, r;,,, within the metal ions of groups 1 and 2, the anions of group 17, and metal ions from the first

row of the d-block.

The right-hand side of Figure 5.14 illustrates the small vari-
ation in size for M** and M** ions of the d-block metals. As
expected, the decrease in nuclear charge in going from Fe** to
Fe’", and from Mn*" to Mn”", causes an increase in ri,.

5.11 lonic lattices

In this section we describe some common structure types
adopted by ionic compounds of general formulae MX,
MX, or M,X, as well as that of the mineral perovskite,
CaTiO;. Such structures are usually determined by X-ray
diffraction methods (see Box 5.5). Different ions scatter
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X-rays to differing extents depending on the total number
of electrons in the ion and, consequently, different types of
ions can generally be distinguished from one another. Use
of X-ray diffraction methods does have some limitations.
Firstly, the location of light atoms (e.g. H) in the presence
of much heavier atoms is difficult and, sometimes, impos-
sible. Neutron diffraction (in which neutrons are diffracted
by nuclei) may be used as a complementary technique.
Secondly, X-ray diffraction is seldom able to identify the
state of ionization of the species present; only for a few
substances (e.g. NaCl) has the electron density distribution
been determined with sufficient accuracy for this purpose.
Throughout our discussion, we refer to ‘ionic’ lattices,
suggesting the presence of discrete ions. Although a spherical

Box 5.5 Determination of structure: X-ray diffraction

The method of X-ray diffraction is widely used for the
determination of the structures of molecular solids (i.e.
solids composed of discrete molecules) and of non-
molecular solids (e.g. ionic materials). As the technique
has been developed, its range of applications has
expanded to include polymers, proteins and other macro-
molecules. The reason that X-rays are chosen for these
experiments is that the wavelength (=10~ m) is of the
same order of magnitude as the internuclear distances in
molecules or non-molecular solids. As a consequence of
this, diffraction is observed when X-rays interact with
an array of atoms in a solid (see below).

The most commonly used X-ray diffraction methods
involve the use of single crystals, but powder diffraction
techniques are also used, especially for investigating
solids with infinite lattice structures. An X-ray diffract-
ometer typically consists of an X-ray source, a mounting
for the crystal, turntables to allow variation in the angles

of the incident X-ray beam and crystal face, and an X-ray
detector. The source provides monochromatic radiation,
i.e. X-rays of a single wavelength. The detector detects
X-rays that are scattered (reflected) from the crystal.
The recent introduction of diffractometers incorporating
area detectors has made the process of data collection
much faster.

X-rays are scattered by electrons surrounding the
nuclei. Because the scattering power of an atom depends
on the number of electrons, it is difficult (often impossi-
ble) to locate H atoms in the presence of heavy atoms.

In the diagram on the next page, an ordered array of
atoms is represented simply by black dots. Consider the
two waves of incident radiation (angle of incidence = 0)
to be in-phase. Let one wave be reflected from an atom
in the first lattice plane and the second wave be reflected
by an atom in the second lattice plane as shown in the
diagram. The two scattered waves will only be in-phase
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if the additional distance travelled by the second wave is
equal to a multiple of the wavelength, i.e. n\. If the lattice
spacing (i.e. the distance between the planes of atoms in
the crystal) is d, then by simple trigonometry, we can
see from the diagram above that:

Additional distance travelled by the second wave
= 2dsin 0

For the two waves (originally in-phase) to remain in-
phase as they are scattered:

2d'sin 0 = n\

This relationship between the wavelength, A, of incident
X-ray radiation and the lattice spacings, d, of the crystal is
Bragg’s equation and is the basis for the technique of
X-ray diffraction. Scattering data are collected over a
range of # values and for a range of crystal orientations.
The methods of solving a crystal structure from the
reflection data are beyond the scope of this text but the
further reading below gives useful sources of more
detailed discussions.

For compounds consisting of discrete molecules, the
results of a structural determination are usually discussed
either in terms of the molecular structure (atomic coordi-
nates, bond distances, bond angles and torsion angles) or
the packing of the molecules in the lattice and associated

ion model is used to describe the structures, we shall see in
Section 5.13 that this picture is unsatisfactory for some com-
pounds in which covalent contributions to the bonding are
significant. Useful as the hard sphere model is in acquiring
a basic grasp of common crystal structure types, it must be
clearly understood that it is at odds with modern quantum
theory. As we saw in Chapter 1, the wavefunction of an
electron does not suddenly drop to zero with increasing

vV

Two waves are out-of-phase

intermolecular interactions. The temperature of the X-ray
data collection is an important point to consider since
atoms in molecules are subject to thermal motion (vibra-
tions) and accurate bond distances and angles can only
be obtained if the thermal motions are minimized. Low-
temperature structure determinations are now a routine
part of the X-ray diffraction technique.

Many of the structural figures in this book have been
drawn using atomic coordinates determined from X-ray
diffraction experiments (see the individual figure cap-
tions). Databases such as the Cambridge Crystallographic
Data Centre are invaluable sources of structural informa-
tion (see the reference by A.G. Orpen below).

Further reading

P. Atkins and J. de Paula (2002) Atkins’ Physical Chemistry,
7th edn, Oxford University Press, Oxford, Chapter 23.
W. Clegg (1998) Crystal Structure Determination, OUP

Primer Series, Oxford University Press, Oxford.

C. Hammond (2001) The Basics of Crystallography and
Diffraction, 2nd edn, Oxford University Press, Oxford.
J.AK. Howard and L. Aslanov (1994) ‘Diffraction Methods

in Inorganic Chemistry’ in Encyclopedia of Inorganic
Chemistry, ed. R.B. King, Wiley, Chichester, vol. 2, p. 995.
A.G. Orpen (2002) Acta Crystallographica, vol. 58B, p. 398.

distance from the nucleus, and in a close-packed or any
other crystal, there is a finite electron density everywhere.
Thus all treatments of the solid state based upon the hard
sphere model are approximations.

Each structure type is designated by the name of one of the
compounds crystallizing with that structure, and phrases
such as ‘CaO adopts an NaCl structure’ are commonly
found in the chemical literature.
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Face site
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Fig. 5.15 Two representations of the unit cell of NaCl: (a) shows a space-filling representation, and (b) shows a ‘ball-and-

stick” representation which reveals the coordination environments of the ions. The CI~ ions are shown in green and the Na™
ions in purple; since both types of ion are in equivalent environments, a unit cell with Na* ions in the corner sites is also valid.
There are four types of site in the unit cell: central (not labelled), face, edge and corner positions.

The rock salt (NaCl) lattice

In salts of formula MX, the coordination numbers of M and
X must be equal.

Rock salt (or halite, NaCl) occurs naturally as cubic crystals,
which, when pure, are colourless or white. Figure 5.15
shows two representations of the unit cell (see Section 5.2)
of NaCl. Figure 5.15a illustrates the way in which the
ions occupy the space available; the larger CI™ ions
(ror- = 181 pm) define an fcc arrangement with the Na™ ions
(rng+ = 102pm)  occupying  the octahedral holes. This
description relates the structure of the ionic lattice to the
close-packing-of-spheres model. Such a description is often
employed, but is not satisfactory for salts such as KF; while
this adopts an NaCl lattice, the K™ and F~ ions are almost
the same size (rg+ = 138, rp- =133pm) (see Box 5.4).
Although Figure 5.15a is relatively realistic, it hides most of
the structural details of the unit cell and is difficult to reproduce
when drawing the unit cell. The more open representation
shown in Figure 5.15b tends to be more useful.

The complete NaCl lattice is built up by placing unit cells
next to one another so that ions residing in the corner, edge
or face sites (Figure 5.15b) are shared between adjacent unit
cells. Bearing this in mind, Figure 5.15b shows that each Na™
and Cl™ ion is 6-coordinate in the crystal lattice, while within
a single unit cell, the octahedral environment is defined
completely only for the central Na™ ion.

Figure 5.15b is not a unique representation of a unit cell of
the NaCl lattice. It is equally valid to draw a unit cell with
Na™ ions in the corner sites; such a cell has a Cl™ ion in
the unique central site. This shows that the Na™ ions are
also in an fcc arrangement, and the NaCl lattice could there-
fore be described in terms of two interpenetrating fcc lattices,
one consisting of Na™* ions and one of Cl~ ions.

Among the many compounds that crystallize with the
NaCl lattice are NaF, NaBr, Nal, NaH, halides of Li, K
and Rb, CsF, AgF, AgCl, AgBr, MgO, CaO, SrO, BaO,
MnO, CoO, NiO, MgS, CaS, SrS and BaS.

Worked example 5.2 Compound stoichiometry from a
unit cell

Show that the structure of the unit cell for sodium chloride
(Figure 5.15b) is consistent with the formula NaCl.

In Figure 5.15b, 14 Cl™ ions and 13 Na™ ions are shown.
However, all but one of the ions are shared between two or
more unit cells.

There are four types of site:

e unique central position (the ion belongs entirely to the
unit cell shown);

e face site (the ion is shared between two unit cells);

e edge sites (the ion is shared between four unit cells);

e corner site (the ion is shared between eight unit cells).

The total number of Na® and C1~ ions belonging to the unit
cell is calculated as follows:

Site Number of Na™* Number of Cl~
Central 1 0

Face 0 (6x3) =3
Edge (12x1) =3 0

Corner 0 8x4 =1
TOTAL 4 4

The ratio of Nat:Cl™ jonsis 4:4 =1:1
This ratio is consistent with the formula NaCl.



Self-study exercises

1. Show that the structure of the unit cell for caesium chloride
(Figure 5.16) is consistent with the formula CsCl.

2. MgO adopts an NaCl lattice. How many MgZ+ and 0%~ ions
are present per unit cell? |Ans. 4 of each]

3. The unit cell of AgCl (NaCl type lattice) can be drawn with Ag™
ions at the corners of the cell, or C1™ at the corners. Confirm
that the number of Ag” and Cl~ ions per unit cell remains
the same whichever arrangement is considered.

The caesium chloride (CsCl) lattice

In the CsCl lattice, each ion is surrounded by eight others of
opposite charge. A single unit cell (Figure 5.16a) makes the
connectivity obvious only for the central ion. However, by
extending the lattice, one sees that it is constructed of
interpenetrating cubes (Figure 5.16b), and the coordination
number of each ion is seen. Because the Cs* and Cl~ ions
are in the same environments, it is valid to draw a unit cell
either with Cs™ or CI~ at the corners of the cube. Note the
relationship between the structure of the unit cell and bcc
packing.

The CsCl structure is relatively uncommon but is also
adopted by CsBr, Csl, TICI and TIBr. At 298 K, NH,Cl
and NH,Br possess CsCl lattices; [NH,]' is treated as a
spherical ion (Figure 5.17), an approximation that can be
made for a number of simple ions in the solid state due to
their rotating or lying in random orientations about a fixed
point. Above 457 and 411K respectively, NH4Cl and
NH,Br adopt NaCl lattices.

The fluorite (CaF,) lattice

In salts of formula MX,, the coordination number of X must
be half that of M.

Calcium fluoride occurs naturally as the mineral fluorite
(fluorspar). Figure 5.18a shows a unit cell of CaF,. Each

() (b)

Fig. 5.16 (a) The unit cell of CsCl; Cs™ ions are shown

in yellow and CI™ in green, but the unit cell could also
be drawn with the Cs* ion in the central site. The unit cell is
defined by the yellow lines. (b) One way to describe the CsCl
lattice is in terms of interpenetrating cubic units of Cs* and
CI" ions.
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Fig. 5.17 The [NH,]" ion can be treated as a sphere in
descriptions of solid state lattices; some other ions (e.g.
[BF4]™, [PF4]") can be treated similarly.

cation is 8-coordinate and each anion 4-coordinate; six of
the Ca’>" ions are shared between two unit cells and the
8-coordinate environment can be appreciated by envisaging
two adjacent unit cells. (Exercise: How does the coordination
number of 8 for the remaining Ca’" ions arise?) Other
compounds that adopt this lattice type include group 2 metal
fluorides, BaCl,, and the dioxides of the f-block metals.

The antifluorite lattice

If the cation and anion sites in Figure 5.18a are exchanged,
the coordination number of the anion becomes fwice that
of the cation, and it follows that the compound formula is
M,X. This arrangement corresponds to the antifluorite
structure, and is adopted by the group 1 metal oxides and
sulfides of type M,O and M,S; Cs,O is an exception.

The zinc blende (ZnS) lattice: a diamond-
type network

Figure 5.18b shows the structure of zinc blende (ZnS). A
comparison of this with Figure 5.18a reveals a relationship
between the structures of zinc blende and CaF,; in going
from Figure 5.18a to 5.18b, half of the anions are removed
and the ratio of cation:anion changes from 1:2to 1:1.

An alternative description is that of a diamond-type
network. Figure 5.19a gives a representation of the structure
of diamond; each C atom is tetrahedrally sited and the
structure is very rigid. This structure type is also adopted
by Si, Ge and o-Sn (grey tin). Figure 5.19b (with atom
labels that relate it to Figure 5.19a) shows a view of the
diamond network that is comparable with the unit cell of
zinc blende in Figure 5.18b. In zinc blende, every other site
in the diamond-type array is occupied by either a zinc or a
sulfur centre. The fact that we are comparing the structure
of an apparently ionic compound (ZnS) with that of a
covalently bonded species should not cause concern. As we
have already mentioned, the hard sphere ionic model is a
convenient approximation but does not allow for the fact
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(2)

(b)

Fig. 5.18 (a) The unit cell of CaF,; the Ca>" ions are shown in red and the F~ ions in green. (b) The unit cell of zinc blende
(ZnS); the zinc centres are shown in grey and the sulfur centres in yellow. Both sites are equivalent, and the unit cell could

be drawn with the S?~ ions in the grey sites.

that the bonding in many compounds such as ZnS is neither
wholly ionic nor wholly covalent.

At 1296 K, zinc blende undergoes a transition to wurtzite,
the structure of which we consider later; zinc blende and
wurtzite are polymorphs (see Section 5.4). Zinc(Il) sulfide
occurs naturally both as zinc blende (also called sphalerite)
and wurtzite, although the former is more abundant and is
the major ore for Zn production. Although zinc blende is
thermodynamically favoured at 298 K by 13kJmol~', the
transition from wurtzite to zinc blende is extremely slow,
allowing both minerals to exist in nature. This scenario
resembles that of the diamond — graphite transition (see
Chapter 13 and Box 13.5), graphite being thermo-
dynamically favoured at 298 K. If the latter transition were

(2) (b)

not infinitesimally slow, diamonds would lose their place in
the world gemstone market!

The B-cristobalite (SiO,) lattice

Before discussing the structure of wurtzite, we consider f-
cristobalite, the structure of which is related to that of the
diamond-type network. B-Cristobalite is one of several forms
of SiO, (see Figure 13.18). Figure 5.19¢ shows the unit cell of
the P-cristobalite lattice; comparison with Figure 5.19b
shows that it is related to the structure of Si by placing an
O atom between adjacent Si atoms. The idealized structure
shown in Figure 5.19¢ has an Si—O—Si bond angle of 180°
whereas in practice this angle is 147° (almost the same as in

©

Fig. 5.19 (a) A typical representation of the diamond lattice. (b) Reorientation of the network shown in (a) provides a
representation that can be compared with the unit cell of zinc blende (Figure 5.18b); the atom labels correspond to those
in diagram (a). This lattice is also adopted by Si, Ge and a-Sn. (c) The unit cell of B-cristobalite, SiO,; colour code: Si, purple;

O, red.



Fig. 5.20 Three unit cells of wurtzite (a second

polymorph of ZnS) define a hexagonal prism; the Zn**
jons are shown in grey and the S*~ ions in yellow. Both ions
are tetrahedrally sited and an alternative unit cell could be
drawn by interchanging the ion positions.

(SiH;),0, £Si—0O—Si = 144°), indicating that the bonding in
Si0; is not purely electrostatic.

The wurtzite (ZnS) structure

Waurtzite is a second polymorph of ZnS; in contrast to the
cubic symmetry of zinc blende, wurtzite has hexagonal
symmetry. In the three unit cells shown in Figure 5.20, the
12 ions in corner sites define a hexagonal prism. Each of
the zinc and sulfur centres is tetrahedrally sited, and a unit
cell in which Zn*" and S*~ are interchanged with respect
to Figure 5.20 is equally valid.

The rutile (TiO,) structure

The mineral rutile occurs in granite rocks and is an important
industrial source of TiO, (see Box 21.3). Figure 5.21 shows
the unit cell of rutile. The coordination numbers of titanium
and oxygen are 6 (octahedral) and 3 (trigonal planar) respec-
tively, consistent with the 1:2 stoichiometry of rutile. Two of
the O~ ions shown in Figure 5.21 reside fully within the unit
cell, while the other four are in face-sharing positions.

The rutile lattice is adopted by SnO, (cassiterite, the most
important tin-bearing mineral), MnO, (pyrolusite) and PbO,.

The Cdl, and CdCl, lattices: layer structures

Many compounds of formula MX, crystallize in so-called
layer structures, a typical one being Cdl, which has
hexagonal symmetry. This lattice can be described in terms
of I” ions arranged in an hep array with Cd>" jons occupying
the octahedral holes in every other layer (Figure 5.22, in
which the hep array is denoted by the ABAB layers). Extend-
ing the lattice infinitely gives a structure which can be
described in terms of ‘stacked sandwiches’, each ‘sandwich’
consisting of a layer of I~ ions, a parallel layer of Cd*"
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Fig. 5.21 The unit cell of rutile (one polymorph of
TiO,); the titanium centres are shown in grey and the
oxygen centres in red.

ions, and another parallel layer of 1" ions; each ‘sandwich’
is electrically neutral. Only weak van der Waals forces
operate between the ‘sandwiches’ (the central gap between
the layers in Figure 5.22) and this leads to CdI, crystals
exhibiting pronounced cleavage planes parallel to the layers.

If a crystal breaks along a plane related to the lattice
structure, the plane is called a cleavage plane.

Other compounds crystallizing with a CdlI, lattice include
MgBr,, Mgl,, Cal,, iodides of many d-block metals, and
many metal hydroxides including Mg(OH), (the mineral
brucite) in which the [OH] ions are treated as spheres for
the purposes of structural description.

The CdCl, lattice is related to the CdI, layer-structure but
with the Cl” ions in a cubic close-packed arrangement.
Examples of compounds adopting this structure are FeCl,
and CoCl,. Other layer structures include ralc and mica
(see Section 13.9).

Fig. 5.22 Parts of two layers of the Cdl, lattice; Cd**
ions are shown in pale grey and I~ ions in gold. The I~
ions are arranged in an hcp array.
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(@)

(b)

Fig. 5.23 (a) One representation of a unit cell of perovskite (CaTiO;); (b) the Ca*" jon is 12-coordinate with respect to

the O°~ ions. Colour code: Ca, purple; O, red; Ti, pale grey.

The perovskite (CaTiOs) lattice: a double
oxide

Perovskite is an example of a double oxide; it does not, as the
formula might imply, contain [TiO;]*~ ions, but is a mixed
Ca(Il) and Ti(IV) oxide. Figure 5.23a shows one represen-
tation of a unit cell of perovskite (see problem 5.13 at the
end of the chapter). The cell is cubic, with Ti(IV) centres at
the corners of the cube, and O®~ ions in the 12 edge sites.
The 12-coordinate Ca®" ion lies at the centre of the unit
cell. Each Ti(IV) centre is 6-coordinate, and this can be
appreciated by considering the assembly of adjacent unit
cells in the crystal lattice.

Many double oxides or fluorides such as BaTiO5, SrFeOs,
NaNbO;, KMgF; and KZnF; crystallize with a perovskite
lattice. Deformations of the lattice may be caused as a
consequence of the relative sizes of the ions, e.g. in
BaTiO;, the Ba’" ion is relatively large (rga> = 142pm
compared with r.2+ = 100 pm) and causes a displacement
of each Ti(IV) centre such that there is one short Ti—O
contact. This leads to BaTiO; possessing ferroelectric
properties (see Section 27.6).

The structures of some high-temperature superconductors
are also related to that of perovskite. Another mixed oxide
lattice is that of spinel, MgAl,Oy (see Box 12.6).

5.12 Crystal structures of
semiconductors

This section draws attention to some of the common struc-
ture types adopted by semiconductors. The diamond-type
network (often referred to an adamantine solid structure)
is adopted by Si and Ge; the addition of dopants occurs
without structural change. Related to this network is the
zinc blende lattice and among compounds adopting this
structure are GaAs, InAs, GaP, ZnSe, ZnTe, CdS, CdSe,

CdTe, HgS, HgSe and HgTe. Each binary compound
(including zinc blende) is an intrinsic semiconductor. The
wurtzite lattice is also important in semiconducting
materials; ZnO, CdSe and InN are examples of compounds
adopting this structure.

5.13 Lattice energy: estimates from an
electrostatic model

The lattice energy, AU(0K), of an ionic compound is the
change in internal energy that accompanies the formation
of one mole of the solid from its constituent gas-phase ions
at 0K.

For a salt MX,,, equation 5.7 defines the reaction, the energy
change for which corresponds to the lattice energy.

M™ (g) +nX"(g) — MX,(s) (57)

The lattice energy can be estimated by assuming an
electrostatic model for the solid state ionic lattice; the ions
are considered to be point charges. Later in this chapter,
we consider to what extent this approximation is true.

Coulombic attraction within an isolated
ion-pair

Before we consider an ionic lattice, let us review the
appropriate equation for the change in internal energy
when two oppositely charged ions M*™ and X°~ are brought

together from infinite separation to form the isolated ion-
pair, MX (equation 5.8).

M (g) + X7 (g) — MX(g) (5.8)

Let the ions carry charges of z e and z_e where e is the
electronic charge and z, and z_ are integers. The ions attract
each other, and energy is released as the ion-pair is formed.
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The change in internal energy can be estimated from
equation 5.9 by considering the Coulombic attraction
between the ions. For an isolated ion-pair:

AU - (m |z|e2>
4megr

where AU = change in internal energy (unit=joules);
|z, | = modulus’ of the positive charge (for K*, |z.| = 1;
for Mg>", |z,|=2); |z_| = modulus’ of the negative
charge (for F~, |z_| = 1; for O*", |z_| = 2); e = charge on
the electron = 1.602 x 107 C; ¢, = permittivity of a
vacuum = 8.854 x 10712 Fm’l; r = internuclear distance
between the ions (units = m).

(5.9)

Coulombic interactions in an ionic lattice

Now consider a salt MX which has an NaCl lattice. A study
of the coordination geometry in Figure 5.15 (remembering
that the lattice extends indefinitely) shows that each M*"
ion is surrounded by:

6 X*~ ions, each at a distance r

12 M”" jons, each at a distance v/2r

8 X°~ ions, each at a distance v/3r

6 M ions, each at a distance V4r = 2r

and so on.

The change in Coulombic energy when an M*" ion is
brought from infinity to its position in the lattice is given
by equation 5.10.

2
e 6 12
AU = ——— || - — ==z,
pre | CLTR) By Gty
#(pbetlet) - (gl o
z Z_ — — |Z
Var " Var "
=) [6_ ( 12]z,] ) . (i)
dmegr V2|z_| 3
|Z+‘> }
— (3 ). (5.10)
( |z
The ratio of the charges on the ions, %, is constant for a
zZ_

given type of structure (e.g. 1 for NaCl) and so the series in
square brackets in equation 5.10 (which slowly converges
and may be summed algebraically) is a function only of the
crystal geometry. Similar series can be written for other
crystal lattices, but for a particular structure type, the
series is independent of |z, |, |z_| and r. Erwin Madelung
first evaluated such series in 1918, and the values appropriate
for various lattice types are Madelung constants, A (see Table
5.4). Equation 5.10 can therefore be written in the more
simple form of equation 5.11, in which the lattice energy is
estimated in joules per mole of compound.

T The modulus of a real number is its positive value, e.g. |z..| and |z_]| are
both positive.

Table 5.3 Values of the Born exponent, n, given for an
ionic compound MX in terms of the electronic configuration
of the ions [M*][X"]. The value of n for an ionic compound is
determined by averaging the component values, e.g. for MgO,

n=7;forLiCl,n:52L9:7.

Electronic Examples of ions n
configuration of (no units)
the ions in an ionic
compound MX
[He][He] H, Li" 5
[Ne][Ne] F~, 0%, Na*, Mg*" 7
[AT][Ar], or [3d'°][Ar] CI7, $*, KT, Ca’*, Cu® 9
[Kr][Kr] or [4d"][Kr] Br~, Rb™, Sr**, Ag® 10
[Xel[Xe] or [54"][Xe] I, Cs™, Ba’", Au® 12
LA _|e?
AU = — LAlzi||z_le” (5.11)
4megr
where L = Avogadro number = 6.022 x 10¥ mol™!, and

A = Madelung constant (no units).

Although we have derived this expression by considering
the ions that surround M"", the same equation results by
starting from a central X~ ion.

Born forces

Coulombic interactions are not the only forces operating in a
real ionic lattice. The ions have finite size, and electron—
electron and nucleus—nucleus repulsions also arise; these
are Born forces. Equation 5.12 gives the simplest expression
for the increase in repulsive energy upon assembling the
lattice from gaseous ions.

LB
AU ==2

rl’l

(5.12)

where B = repulsion coefficient, and » = Born exponent.

Values of the Born exponent (Table 5.3) can be evaluated
from compressibility data and depend on the electronic
configurations of the ions involved; effectively, this says
that n shows a dependence on the sizes of the ions.

Worked example 5.3 Born exponents

Using the values given in Table 5.3, determine an appropriate
Born exponent for BaO.

Ba’" is isoelectronic with Xe, and so n = 12
0% is isoelectronic with Ne,and n =7

The value of n for BaO = 12%7 =95
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Self-study exercises

Use data in Table 5.3.
1. Calculate an appropriate Born exponent for NaF. [Ans. 7]

2. Calculate an appropriate Born exponent for AgF.
|Ans. 8.5]

3. What is the change in the Born exponent in going from BaO to
SrO? [Ans. —1]

The Born-Landé equation

In order to write an expression for the lattice energy that
takes into account both the Coulombic and Born inter-
actions in an ionic lattice, we combine equations 5.11 and
5.12 to give equation 5.13.
LA|z.||z_|¢* LB

AU(OK) = = (5.13)

4regr r

We evaluate B in terms of the other components of the
equation by making use of the fact that at the equilibrium

v = 0. Differen-

. . .. d
separation where r = ry, the differential

tiating with respect to r gives equation 5.14, and rearrange-
ment gives an expression for B (equation 5.15).

_ LA|zy| |z_|e*  nLB

47TE0}"02 l'0n+l

0

(5.14)

Az |

B= (5.15)

4regn
Combining equations 5.13 and 5.15 gives an expression for
the lattice energy that is based on an electrostatic model
and takes into account Coulombic attractions, Coulombic
repulsions and Born repulsions between ions in the crystal
lattice. Equation 5.16 is the Born—Landé equation.

2
AUOK) = - EAlEl =l (1 —1)

5.16
4megry n ( )

Because of its simplicity, the Born—-Landé expression is the
one that chemists tend to use; many chemical problems
involve the use of estimated lattice energies, e.g. for hypothe-
tical compounds. Often lattice energies are incorporated into
thermochemical cycles, and so an associated enthalpy change
is needed (see Section 5.14).

Madelung constants

Values of Madelung constants for selected lattices are given
in Table 5.4. Remembering that these values are derived by
considering the coordination environments (near and far
neighbours) of ions in the crystal lattice, it may seem
surprising that, for example, the values for the NaCl and
CsCl lattices (Figures 5.15 and 5.16) are similar. This is
simply a consequence of the infinite nature of the structures:
although the first (attractive) term in the algebraic series for

Table 5.4 Madelung constants, A4, for selected lattice types.
Values of 4 are numerical and have no units.

Lattice type A

Sodium chloride (NaCl) 1.7476
Caesium chloride (CsCl) 1.7627
Waurtzite (a-ZnS) 1.6413
Zinc blende (B-ZnS) 1.6381
Fluorite (CaF,) 2.5194
Rutile (TiO,) 2.408"
Cadmium iodide (CdI,) 2.355%

“For these structures, the value depends slightly on the lattice
parameters for the unit cell.

A is greater by a factor of % for the CsCl lattice, the second
(repulsive) term is also greater, and so on.

Table 5.4 shows that Madelung constants for MX,
structures are ~50% higher than those for MX lattices. We
return to this difference in Section 5.16.

Worked example 5.4 Use of the Born-Landé equation

Sodium fluoride adopts the NaCl type lattice. Estimate the lat-
tice energy of NaF using an electrostatic model.

Data required:

L=6.022x10"%mol ' 4 =17476 e=1.602x10"°C
gy = 8.854 x 100 ?Fm! Born exponent for NaF =7
Internuclear Na—F distance = 231 pm

The change in internal energy (the lattice energy) is given
by the Born—Landé equation:

LA 2 1
AU(OK) = — LAz =l (1 __>
4menr n
rmust be in m: 231 pm = 2.31 x 107m
6.022 x 107 x 1.7476 x 1

x 1% (1.602 x 1071%)?
4x3.142 x 8.854 x 10712 x 2.31 x 10°10

AUy = —

— 900624 J mol™!

— 901 kJmol™!

Q

Self-study exercises

1. Show that the worked example above is dimensionally correct
given that C, F and J in SI base units are: C=As;
F=m? kgf1 stA% )= kg m’s 2,

2. Estimate the lattice energy of KF (NaCl lattice) using an elec-
trostatic model; the K—F internuclear separation is 266 pm.
[Ans. =798 kJ mol |



3. By assuming an electrostatic model, estimate the lattice
energy of MgO (NaCl lattice); values of ry,, are listed in
Appendix 6. |Ans. —3926 kJ mol ']

Refinements to the Born-Landé equation

Lattice energies obtained from the Born—Landé equation are
approximate, and for more accurate evaluations of their
values, several improvements to the equation can be made.

. . . 1
The most important of these arises by replacing the pr term

in equation 5.12 by e i, a change reflecting the fact that
wavefunctions show an exponential dependence on r; p is a
constant that can be expressed in terms of the compressibility
of the crystal. This refinement results in the lattice energy
being given by the Born—Mayer equation (equation 5.17).

2
AU(OK) = - LAl (1 —ﬁ)

5.17
4re oro Iy ( )

The constant p has a value of 35pm for all alkali metal
halides. Note that r, appears in the Born repulsive term
(compare equations 5.16 and 5.17).

Further refinements in lattice energy calculations include
the introduction of terms for the dispersion energy and the
zero-point energy (see Section 2.9). Dispersion forces' arise
from momentary fluctuations in electron density which
produce temporary dipole moments that, in turn, induce
dipole moments in neighbouring species. Dispersion forces
are also referred to as induced-dipole—induced-dipole inter-
actions. They are non-directional and give rise to a dispersion
energy that is related to the internuclear separation, r, and
the polarizability, a, of the atom (or molecule) according to
equation 5.18.

Dispersion energy o % (5.18)
The polarizability of a species is a measure of the degree to
which it may be distorted, e.g. by the electric field due to
an adjacent atom or ion. In the hard sphere model of ions
in lattices, we assume that there is no polarization of the
ions. This is a gross approximation. The polarizability
increases rapidly with an increase in atomic size, and large
ions (or atoms or molecules) give rise to relatively large
induced dipoles and, thus, significant dispersion forces.
Values of « can be obtained from measurements of the
relative permittivity (dielectric constant, see Section 8.2) or
the refractive index of the substance in question.

In NaCl, the contributions to the total lattice energy
(=766 kJmol™") made by electrostatic attractions, electro-
static and Born repulsions, dispersion energy and zero-point
energy are —860, +99, —12 and +7kJ mol™! respectively. In
fact, the error introduced by neglecting the last two terms
(which always tend to compensate each other) is very small.

" Dispersion forces are also known as London dispersion forces.
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Overview

Lattice energies derived using the electrostatic model are
often referred to as ‘calculated’ values to distinguish them
from values obtained using thermochemical cycles. It
should, however, be appreciated that values of r, obtained
from X-ray diffraction studies are experimental quantities
and may conceal departures from ideal ionic behaviour. In
addition, the actual charges on ions may well be less than
their formal charges. Nevertheless, the concept of lattice
energy is of immense importance in inorganic chemistry.

5.14 Lattice energy: the Born-Haber
cycle

By considering the definition of lattice energy, it is easy to see
why these quantities are not measured directly. However, an
associated /lattice enthalpy of a salt can be related to several
other quantities by a thermochemical cycle called the
Born—Haber cycle. If the anion in the salt is a halide, then
all the other quantities in the cycle have been determined
independently; the reason for this statement will become
clearer when we look at applications of lattice energies in
Section 5.16.

Let us consider a general metal halide MX,,. Figure 5.24
shows a thermochemical cycle describing the formation of
crystalline MX,, from its constituent elements in their stan-
dard states. The quantity Apuice (298 K) is the enthalpy
change that accompanies the formation of the crystalline
salt from the gaseous ions under standard conditions. The
same approximation is made as for ionization energies and
electron affinities (see Section 1.10), ie. AU(OK) =~
AH(298K); relatively little error is introduced by using
this approximation. A value of Ay, H® can be determined
using equation 5.19 (by application of Hess’s Law of con-
stant heat summation) and represents an experimental
value since it is derived from experimentally determined data.

AFHO(MXWS) = AaHO(Mvs) + gD(X%g)

+ XIEM,g) + nApa H(X,g)

+ Alamcel—lo(N[Xrus) (5']9)

Rearranging this expression and introducing the approxi-
mation that the lattice energy AU(0K) &~ A, ice H(298 K)
gives equation 5.20. All the quantities on the right-hand
side of the equation are obtained from standard tables
of data. (Enthalpies of atomization: see Appendix 10;
ionization energies: see Appendix §; electron affinities: see
Appendix 9.)

AU(OK) =~ AcH°(MX,,,s) — A, H°(M,s)
n
(5.20)
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AH(M,) +"/,D(X.8)

M(g) + nX(g)

nAp ;H(X,g)

M"(g) + nX(g)

= Sum of the ionization energies for the processes M(g) = M*(g) = M?*(g)... = M""(g)

M(s) +"/,X,(g)
AHO(MX ) SIE(M.g)
A, HY(MX s)
MXn(S) lattice’ n
A, H(M,s) = Enthalpy of atomization of metal M
D(X,.g) = Dissociation enthalpy of X, = 2 x Enthalpy of atomization of X
ZIEM.g)
ApJH(X 2) = Enthalpy change associated with the attachment of an electron
AH(MX  ,8) = Standard enthalpy of formation
ApicT°MX ,s) = Lattice enthalpy change (see text)

Fig. 5.24 A Born—Haber thermochemical cycle for the formation of a salt MX,,. This gives an enthalpy change associated with the

formation of the ionic lattice MX,,.

Worked example 5.5 Application of the Born-Haber
cycle

Given that the standard enthalpy of formation at 298 K of
CaF, is —1228kJmol !, determine the lattice energy for
CaF, using appropriate data from the Appendices.

First, construct an appropriate thermochemical cycle:

AleO(CaaS) + D(Fng)

Ca(s) + Fy(g) Ca(g) +2F(g)

AfHO(Can,S) IEI + IEZ (Ca,g) 2AEAH(F,g)

AjaiceH%(CaFy,s) = AU(0 K)
CaFy(s)

Ca®(g) + 2F (g)
Values that need to be found in the Appendices are:
Appendix 10: A,H°(Ca,s) = 178 kJ mol ™!

D(F,,g) = 2A,H°(F,g) = 158 kI mol ™!

IE,(Ca,g) = 590; IE,(Ca,g) = 1145kJ mol ™'
ApaH(F,g) = —328 kJ mol ™'

Appendix 8:
Appendix 9:

Use of Hess’s Law gives:
AU(0K) =~ AfH®(CaF,,8) — A, H°(Ca,s)
— D(F,,g) — XIE(Ca,g) — 2App H (F g)
~ —1228 — 178 — 158 — 590 — 1145 + 2(328)
AU(0OK) ~ —2643 kI mol™"

Self-study exercises

Use data from the Appendices.

1. If A{H°(298K) for CaCl, = —795kJ mol !, determine its
lattice energy. [Ans. —2252kJ mol ']

2. If the lattice energy of CsF = —744kJ mol !, determine
AH®(298 K) for the compound. |Ans. —539kJ mol |

3. If A;H°(298K) for MgCl, = —641kJ mol !, calculate the
lattice energy of MgCl,. [Ans. —2520kJ mol |

5.15 Lattice energy: ‘calculated’ versus
‘experimental’ values

If we take NaCl as a typical example, AU(0K) determined
by using a Born—Haber cycle is —783kJmol~'. The value
calculated (using an experimental value of ry, from X-ray
diffraction data) from the Born—Mayer equation is
—761kJmol™!; a more refined calculation, the basis of
which was outlined in Section 5.13, gives —768 kJmol™!.
This level of agreement is observed for all the alkali metal
halides (including those of Li), and for the group 2 metal
fluorides. While this is not rigid proof that all these com-
pounds are wholly ionic, the close agreement does support
our use of the electrostatic model as a basis for discussing
the thermochemistry of these compounds.

For compounds with layer structures, the situation is dif-
ferent. There is a significant difference between the calculated
(—1986 kJ mol~') and experimental (—2435kJ mol ") values
of AU(0K) for Cdl,, indicating that the electrostatic model
is unsatisfactory; we noted earlier that in the CdI, lattice
(Figure 5.22), van der Waals forces operate between layers
of adjacent I centres. The electrostatic model is similarly
found to be unsatisfactory for Cu(I) halides (zinc blende lat-
tice) and for Agl (wurtzite lattice). For the Ag(I) halides, the
discrepancy between AU(O K)calculated and AU(O K)experimenlal
follows the sequence AgF < AgCl < AgBr < Agl. Contri-
butions due to covalent character in the lattice are significant
for the larger halides, and are the origin of the decreasing



solubility of the Ag(I) halides in water on going from AgF to
Agl (see Section 6.9).

5.16 Applications of lattice energies

We now consider some typical applications of lattice
energies; further examples are given in later chapters.

Estimation of electron affinities

The availability of laser photodetachment techniques has
permitted more accurate experimental determinations of
electron affinities. Even so, tables of electron affinities list
some calculated values, in particular for the formation of
multiply charged ions. One method of estimation uses the
Born—Haber cycle, with a value for the lattice energy derived
using an electrostatic model. Compounds for which this is
valid are limited (see Section 5.15).

Consider the estimation of L{ApsH°(298K)} for the

process 5.21.
O(g) +2¢~ — O (g) (5.21)
We can apply the Born—Haber cycle to a metal oxide having
a lattice type of known Madelung constant, and for which an
electrostatic model is a reasonably valid approximation.
Magnesium(II) oxide fits these criteria: it has an NaCl lattice,
ro has been accurately determined by X-ray diffraction
methods, and compressibility data are available; an electro-
static model gives AU(OK) = —3975kJmol~". All other
quantities in the appropriate Born—Haber cycle are indepen-
dently measurable and a value for X{Ag, H°(298 K)} for
reaction 5.21 can be evaluated. A series of similar values
for S{ApAH°(298K)} for reaction 5.21 can be obtained
using different group 2 metal oxides.

The attachment of two electrons to an O atom can be
considered in terms of the consecutive processes in scheme
5.22, and accepted values for the associated enthalpy
changes for the two steps are —141 and +798 kI mol "

O(g) +e — O (g) } (522)

O (g)+e — 0" (g)

The second step is highly endothermic. It appears that the
only reason the O°~ jon exists is the high lattice energies of
oxide salts, e.g. AU(0K) for Na,O, K,O, MgO and CaO
are —2481, —2238, —3795 and —3414kJmol .

Fluoride affinities

Fluoride acceptors such as BF3, AsF5 and SbF;5 readily form
the anions [BF,], [AsF4] and [SbF4]  respectively, and
the F~ affinity for each acceptor can be determined using a
thermochemical cycle such as that in scheme 5.23.
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0

KBFy(s) KF(s) + BF3(g)
AlalliceHO(KBFLh S) AlulliccHU(KFs 5)
K*(g) + [BF4]7(g) K*(g) + F(2) + BF3(g)

(5.23)

The high-temperature form of KBF, crystallizes with a CsCl
lattice and we can estimate the lattice energy using an
electrostatic model, assuming that the [BF4]™ ion can be
treated as a sphere (see Figure 5.17). The lattice energy of
KF is known, and AH®, can be determined from the
temperature variation of the dissociation pressure of solid
KBF,. Use of Hess’s Law allows AH®, to be determined;
this value (—360kJmol™') corresponds to the enthalpy
change associated with the attachment of F~ to BF;.

Estimation of standard enthalpies of
formation and disproportionation

For well-established ionic compounds, it is seldom the case
that the lattice energy is known while the standard enthalpy
of formation is not. However, in theoretical studies of
hypothetical compounds, one may wish to estimate a value
of A;H°(298 K) using a Born—Haber cycle incorporating a
calculated value of the lattice energy. The earliest example
of this method addressed the question of whether it was
conceivable that neon might form a salt Ne"Cl™. On the
basis that the size of the Ne™ ion would be similar to that
of Na*, and that NeCl would possess an NaCl lattice, the
lattice energy of NeCl was estimated to be ~—840kJ mol ™"
This leads to a value of AtH®(NeCl,s) ~ +1010kJmol ™',
the very high first ionization energy of Ne (2081kJ mol ™)
being responsible for making the process so highly endother-
mic and unlikely to occur in practice.

Much later, lattice energy considerations pointed towards
the feasibility of preparing the first compound of a noble
gas; the first ionization energies of Xe and O, are similar,
and the discovery that O, reacted with PtFg to give
[0,]T[PtFs]” led to the suggestion that Xe (see
Chapter 17) might also react with PtF4. The trend in first
ionization energies on descending group 18 is shown in
Figure 5.25; although radon is the easiest to ionize, it is
highly radioactive and xenon is more readily handled in
the laboratory. The reaction between Xe and PtF4 was suc-
cessful, although the exact nature of the product “Xe[PtF4]’
remains uncertain, even though it is over 40 years since the
reaction was first studied by Neil Bartlett.

A further example considers the possible formation of
CaF (in contrast to the more usual CaF,). Here, a simple
Born—Haber cycle is not helpful since CaF is not thermo-
dynamically unstable with respect to decomposition into
its constituent elements, but is unstable with respect to
disproportionation (equation 5.24).
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2000

First ionization energy/kJmol ™!

1000

oIV
He Ne Ar Kr Xe Rn

Fig. 5.25 The trend in the values of the first ionization
energies of the noble gases (group 18).

2CaF(s) — Ca(s) + CaF,(s) (5.24)

A species disproportionates if it undergoes simultaneous
oxidation and reduction.

The thermochemical cycle to be considered is given in
equation 525, in which the values of A,H°(Ca,s)
(178kJmol™") and the difference between /E; and IE, for
Ca (—555kJmol™") are significantly smaller in magnitude
than the lattice energy of CaF, (—2610kJ mol™').

AH°

2CaF(s) Ca(s) + CaFy(s)

2A]uniceH0(C3F,5) A]aniceHo(CaFZ»S) - ALIHO(CﬂsS)

2Ca*(g) + 2F () Ca(g) + Ca™(g) + 2F (2)

IE|(Ca,g) — IE5(Ca,g)

(5.25)

The magnitude and sign of the enthalpy change, AH®, for
the disproportionation reaction therefore depend largely
on the balance between the lattice energy of CaF, and
twice the lattice energy of CaF. The value of AU(0K) for
CaF, will significantly exceed that of CaF because:

|z, | for Ca”" is twice that of Ca™;

e 1, for Ca’* is smaller than that of Ca*;
Madelung constants for MX, structures are 1.5 times
those of MX lattices (see Table 5.4).

The net result is that AH® for the disproportionation reac-
tion shown in equation 5.25 is negative.

The Kapustinskii equation

A problem in estimating the lattice energy of a hypothetical
compound is deciding what lattice type to assume. Attempts
have been made to use the fact that Madelung constants for
MX and MX, lattice types (Table 5.4) are in an approximate
ratio of 2:3. In 1956, Kapustinskii derived what has become
the best known general expression for estimating lattice
energies, and one form of this is given in equation 5.26.

(1.07 x 10°)v|z, | |z_|
ry+re

AU(OK) = — (5.26)
where v = number of ions in the formula of the salt (e.g. 2 for
NaCl, 3 for CaF,); r, and r_ =radius for 6-coordinate
cation and anion, respectively, in pm.

This expression has its origins in the Born-Landé
equation, with a value of 9 for the Born exponent (the
value for NaCl) and half the value of the Madelung constant
for NaCl; the inclusion of the factor v shows why half of A4 is
included. Although the Kapustinskii equation is useful, itis a
gross approximation and values obtained in this way must be
treated with caution.

5.17 Defects in solid state lattices:
an introduction

So far in this chapter, we have assumed implicitly that all the
pure substances considered have ideal lattices in which every
site is occupied by the correct type of atom or ion. This state
appertains only at 0K, and above this temperature, lattice
defects are always present; the energy required to create a
defect is more than compensated for by the resulting increase
in entropy of the structure. There are various types of lattice
defects, but we shall introduce only the Schottky and Frenkel
defects. Solid state defects are discussed further in Chapter
27. Spinels and defect spinels are introduced in Box 12.6.

Schottky defect

A Schottky defect consists of an atom or ion vacancy in a
crystal lattice, but the stoichiometry of a compound (and
thus electrical neutrality) must be retained. In a metal lattice,
a vacant atom site may be present. Examples of Schottky
defects in ionic lattices are a vacant cation and a vacant
anion site in an MX salt, or a vacant cation and two
vacant anion sites in an MX, salt. Figure 5.26 illustrates a
Schottky defect in an NaCl lattice; holes are present
(Figure 5.26b) where ions are expected on the basis of the
ideal lattice (Figure 5.26a).

Frenkel defect

In a Frenkel defect, an atom or ion occupies a normally
vacant site, leaving its ‘own’ lattice site vacant. Figure 5.27



() (b)

Fig. 5.26 (a) Part of one face of an ideal NaCl lattice;

compare this with Figure 5.15. (b) A Schottky defect
involves vacant cation and anion sites; equal numbers of
cations and anions must be absent to maintain electrical
neutrality. Colour code: Na, purple; Cl, green.

illustrates this for AgBr, which adopts an NaCl lattice. In
Figure 5.27a, the central Ag™ ion is in an octahedral hole
with respect to the fcc arrangement of Br~ ions. Migration
of the Ag" ion to one of the previously unoccupied tetra-
hedral holes (Figure 5.27b) generates a Frenkel defect in
the lattice. This type of defect is possible if there is a relatively
large difference in size between cation and anion; in AgBr,
the cation must be accommodated in a tetrahedral hole
which is significantly smaller than the octahedral site.
More generally, Frenkel defects are observed in lattices
which are relatively open and in which the coordination
number is low.

Experimental observation of Schottky and
Frenkel defects

There are several methods that may be used to study the
occurrence of Schottky and Frenkel defects in stoichiometric
crystals, but the simplest, in principle, is to measure the

(a) (b)

Fig. 5.27 Silver bromide adopts an NaCl lattice. (a) An ideal
lattice can be described in terms of Ag™ ions occupying
octahedral holes in a cubic close-packed array of bromide
ions. (b) A Frenkel defect in AgBr involves the migration of
Ag" ions into tetrahedral holes; in the diagram, one Ag™ ion
occupies a tetrahedral hole which was originally vacant in (a),
leaving the central octahedral hole empty. Colour code: Ag,
pale grey; Br, gold.
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density of the crystal extremely accurately. Low concen-
trations of Schottky defects lead to the observed density of
a crystal being lower than that calculated from X-ray
diffraction and data based on the size and structure of the
unit cell. On the other hand, since the Frenkel defect does
not involve a change in the number of atoms or ions present,
no such density differences will be observed.

Glossary

The following terms were introduced in this chapter.
Do you know what they mean?
close-packing (of spheres or atoms)
cubic close-packed (ccp) lattice
hexagonal close-packed (hcp) lattice
face-centred cubic (fcc) lattice
simple cubic lattice

body-centred cubic (bcc) lattice
coordination number (in a lattice)
unit cell

interstitial hole

polymorph

phase diagram

metallic radius

alloy

electrical resistivity

band theory

band gap

insulator

semiconductor

intrinsic and extrinsic semiconductors
n- and p-type semiconductors
doping (a semiconductor)

ionic radius

NaCl lattice

CsCl lattice

CaF, (fluorite) lattice

Antifluorite lattice

Zinc blende lattice

Diamond network

Waurtzite lattice

B-Cristobalite lattice

TiO, (rutile) lattice

CdI, and CdCl, (layer) lattices
Perovskite lattice

Lattice energy

Born-Landé equation

Madelung constant

Born exponent

Born-Haber cycle
Disproportionation

Kapustinskii equation

Schottky defect

Frenkel defect
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Further reading

Packing of spheres and structures of ionic lattices

C.E. Housecroft and E.C. Constable (2002) Chemistry, Prentice
Hall, Harlow — Chapters 7 and 8 give detailed accounts at an
introductory level.

A.F. Wells (1984) Structural Inorganic Chemistry, 5th edn,
Clarendon Press, Oxford — Chapters 4 and 6 present careful
descriptions, ranging from basic to more advanced material.

Dictionary of Inorganic Compounds (1992), Chapman and Hall,
London — The introduction to Vol. 4 gives a useful summary
of structure types.

Structure determination
See Box 5.5 Further reading.

Alloys

B.C. Giessen (1994) in Encyclopedia of Inorganic Chemistry,
ed. R.B. King, Wiley, Chichester, Vol. 1, p. 90 — A detailed
overview of alloys with further references.

A.F. Wells (1984) Structural Inorganic Chemistry, Sth edn,
Clarendon Press, Oxford — Chapter 29 provides excellent
coverage of metal and alloy lattice types.

Problems

5.1 Outline the similarities and differences between cubic and
hexagonal close-packed arrangements of spheres, paying
particular attention to (a) coordination numbers, (b)
interstitial holes and (c¢) unit cells.

5.2 State the coordination number of a sphere in each of the
following arrangements: (a) ccp; (b) hep; (c) bec; (d) fec;
(e) simple cubic.

5.3 (a) Lithium metal undergoes a phase change at 80 K (1 bar
pressure) from the o- to B-form; one form is bee and the
other is a close-packed lattice. Suggest, with reasons,
which form is which. What name is given to this type of
structural change? (b) Suggest why tin buttons on
nineteenth-century military uniforms crumbled in
exceptionally cold winters.

5.4 Refer to Table 5.2. (a) Write an equation for the process
for which the standard enthalpy of atomization of cobalt is
defined. (b) Suggest reasons for the trend in standard
enthalpies of atomization on descending group 1. (c)
Outline possible reasons for the trend in values of A, H° on
going from Cs to Bi.

5.5 ‘Titanium dissolves nitrogen to give a solid solution of
composition TiNj ,; the metal lattice defines an hcp
arrangement.” Explain what is meant by this statement,
and suggest whether, on the basis of this evidence, TiNj , is
likely to be an interstitial or substitutional alloy. Relevant
data may be found in Appendix 6 and Table 5.2.

5.6 What do you understand by the ‘band theory of
metals’?

Semiconductors

M. Hammonds (1998) Chemistry & Industry, p. 219 — ‘Getting
power from the sun’ illustrates the application of the semicon-
ducting properties of Si.

C.E. Stanton, S.T. Nguyen, J.M. Kesselman, P.E. Laaibinis and
N.S. Lewis (1994) in Encyclopedia of Inorganic Chemistry, ed.
R.B. King, Wiley, Chichester, vol. 7, p. 3725 — An up-to-date
general survey of semiconductors which defines pertinent
terminology and gives pointers for further reading.

J. Wolfe (1998) Chemistry & Industry, p. 224 — ‘Capitalising on
the sun’ describes the applications of Si and other materials in
solar cells.

Solid state: for more general information

A.K. Cheetham and P. Day (1992) Solid State Chemistry,
Clarendon Press, Oxford.

M. Ladd (1994) Chemical Bonding in Solids and Fluids, Ellis
Horwood, Chichester.

M. Ladd (1999) Crystal Structures: Lattices and Solids in Stereo-
view, Ellis Horwood, Chichester.

L. Smart and E. Moore (1992) Solid State Chemistry: An
Introduction, Chapman and Hall, London.

A.R. West (1999) Basic Solid State Chemistry, 2nd edn, Wiley-
VCH, Weinheim.

5.7 (a) Draw a representation of the structure of diamond and
give a description of the bonding. (b) Is the same picture of
the bonding appropriate for silicon, which is isostructural
with diamond? If not, suggest an alternative picture of the
bonding.

5.8 (a) Give a definition of electrical resistivity and state how it
is related to electrical conductivity. (b) At 273-290 K, the
electrical resistivities of diamond, Si, Ge and o-Sn are
approximately 1 x 10", 1 x 1073, 0.46and 11 x 1078 Qm.
Rationalize this trend in values. (c) How does the change
in electrical resistivity with temperature vary for a typical
metal and for a semiconductor?

5.9 Distinguish between an intrinsic and extrinsic
semiconductor, giving examples of materials that fall into
these classes, and further classifying the types of extrinsic
semiconductors.

5.10 The metallic, covalent and ionic radii of Al are 143, 130
and 54 pm respectively; the value of r,,, is for a 6-
coordinate ion. (a) How is each of these quantities defined?
(b) Suggest reasons for the trend in values.

5.11 With reference to the NaCl, CsCl and TiO, lattice types,
explain what is meant by (a) coordination number, (b) unit
cell, (¢) ion sharing between unit cells, and (d) determination
of the formula of an ionic salt from the unit cell.

5.12 Determine the number of formula units of (a) CaF, in a
unit cell of fluorite, and (b) TiO, in a unit cell of rutile.

5.13 (a) Confirm that the unit cell for perovskite shown in
Figure 5.23a is consistent with the stoichiometry CaTiO;.



5.14

5.15

5.16

5.17

5.18

5.19

(b) A second unit cell can be drawn for perovskite; this has
Ti(IV) at the centre of a cubic cell; Ti(IV) is in an
octahedral environment with respect to the O®~ ions. In
what sites must the Ca®" lie in order that the unit cell
depicts the correct compound stoichiometry? Draw a
diagram to illustrate this unit cell.

(a) Give a definition of lattice energy. Does your definition
mean that the associated enthalpy of reaction will be
positive or negative? (b) Use the Born—Landé equation to
calculate a value for the lattice energy of KBr, for which
ro = 328 pm. KBr adopts an NaCl lattice; other data may
be found in Tables 5.3 and 5.4.

Using data from the Appendices and the fact that
AH®(298K) = —859 kI mol ™', calculate a value for the
lattice energy of BaCl,. Outline any assumptions that you
have made.

(a) Given that AU(0K) and A;H°(298 K) for MgO are
—3795 and —602kJ mol~! respectively, derive a value for
Agpa H°(298 K) for the reaction:

O(g) +2¢~ — 0" (g)

Other data may be found in the Appendices. (b) Compare
the calculated value with that obtained using electron
affinity data from Appendix 9, and suggest reasons for any
differences.

Discuss the interpretation of the following:

(a) ArH®(298 K) becomes less negative along the series
LiF, NaF, KF, RbF, CsF, but more negative along the
series Lil, Nal, KI, Rbl, Csl.

(b) The thermal stability of the isomorphous sulfates of
Ca, Sr and Ba with respect to decomposition into the
metal oxide (MO) and SOj; increases in the sequence
CaSOy, < SrSO4 < BaSO;.

Data from Tables 5.3 and 5.4 are needed for this question.
(a) Estimate the lattice energy of CsCl if the Cs—Cl
internuclear distance is 356.6 pm. (b) Now consider a
polymorph of CsCl that crystallizes with an NaCl lattice;
estimate its lattice energy given that the Cs—Cl distance is
347.4pm. (c) What conclusions can you draw from your
answers to parts (a) and (b)?

Which of the following processes are expected to be
exothermic? Give reasons for your answers.

(a) Na*(g) + Br (g) — NaBr(s)

(b) Mg(g) — Mg”"(g) + 2¢~

(c) MgCly(s) — Mg(s) + Cly(g)

(d) O(g) + 26 — O (g)

(e) Cu(l) — Cu(s)

(f) Cu(s) — Cu(g)

(2) KF(s) —K'(g) + F (g)
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Overview problems

5.20

5.21

5.22

5.23

Give explanations for the following observations.

(a) Raising the temperature of a sample of o-Fe from
298 K to 1200 K (at 1 bar pressure) results in a change
of coordination number of each Fe atom from 8 to 12.

(b) Although a non-metal, graphite is often used as an
electrode material.

(c) The semiconducting properties of silicon are improved
by adding minute amounts of boron.

ReOs is a structure-prototype. Each Re(VI) centre is
octahedrally sited with respect to the O”~ centres. The unit
cell can be described in terms of a cubic array of Re(VI)
centres, with each O® centre at the centre of each edge of
the unit cell. Draw a representation of the unit cell and use

your diagram to confirm the stoichiometry of the

compound.

Suggest an explanation for each of the following

observations.

(a) The Cr and Ni content of stainless steels used to make
knife blades is different from that used in the

manufacture of spoons.

(b) There is a poor match between experimental and
calculated (Born—Landé) values of the lattice energy
for Agl, but a good match for Nal.

(c) Thl, has been formulated as the Th(IV) compound
Th4+(17)2(ef)2. Comment on why this is consistent
with the observation of Thl, having a low electrical

resistivity.

The first list below contains words or phrases, each of
which has a ‘partner’ in the second list, e.g. ‘sodium’ in the
first list can be matched with ‘metal’ in the second list.
Match the ‘partners’; there is only one match for each pair

of words or phrases.

List 1

Sodium

Cadmium iodide
Octahedral site
Gallium-doped silicon
Sodium sulfide
Perovskite

Calcium fluoride
Gallium arsenide
Waurtzite and zinc blende
Tin(IV) oxide

List 2

Antifluorite structure
Extrinsic semiconductor
Double oxide
Polymorphs

Fluorite structure
Metal

Intrinsic semiconductor
Layered structure
6-Coordinate
Cassiterite



Chapter

Acids, bases and ions in agueous solution

TOPICS

Properties of water

Molarity, molality, standard state and activity
Brgnsted acids and bases

Energetics of acid dissociation

Aquated cations

Amphoteric behaviour

6.1 Introduction

The importance of water as a medium for inorganic reactions
stems not only from the fact that it is far more readily
available than any other solvent, but also because of the
abundance of accurate physicochemical data for aqueous
solutions compared with the relative scarcity of such data
for solutions in non-aqueous solvents. This chapter is
concerned mainly with equilibria and we begin by reviewing
calculations involving acid—base equilibrium constants.

Liquid water is approximately 55 molar H,O, a fact com-
monly overlooked in the study of classical physical chemistry
where, by convention, we take the activity (see Section 6.3)
(and };ence, the approximate concentration) of water to be
unity.

Worked example 6.1 Molarity of water

Show that pure water is approximately 55 molar.
Density of water = 1 gem °
Thus, 1000 cm® (or 1 dm?) has a mass of 1000 g
For H,O, M, =18
1000

Number of moles in 1000 g = 13 = 55.5 = number of
moles per dm®
Therefore, the concentration of pure water ~55mol dm .

"The use of [ ] for concentration should not be confused with the use
of [ ] to show the presence of an ion. For example, [OH]  means
‘hydroxide ion’, but [OH ] means ‘the concentration of hydroxide
ions’.

Coordination complexes: an introduction
Solubility product constants

Solubilities of ionic salts

Common-ion effect

Formation of coordination complexes

Stability constants

Self-study exercises

1. How many moles of H,O are there per 100 g of pure water?
[Ans. 5.55 moles]

2. Show that 99.9% deuterated water is ~50 molar.

6.2 Properties of water

Structure and hydrogen bonding

At atmospheric pressure, solid H,O can adopt one of two
polymorphs, depending upon the conditions of crystalliza-
tion. At higher pressures, five polymorphs exist which
differ in their arrangement of the oxygen atoms in the crystal
lattice. We shall be concerned here only with the normal
form of ice.

The structure of ice has been accurately determined using
neutron diffraction techniques; X-ray diffraction is not suit-
able for accurately locating the H atoms (see the beginning of
Section 5.11). Ice possesses an infinite lattice (Figure 6.1).
The key to making the structure rigid is intermolecular hydro-
gen bonding (see also Section 9.6). The hydrogen-bonded
network may be described in terms of a wurtzite lattice (see
Figure 5.20) in which the O atoms occupy the sites of both
the Zn and S centres; this places each O atom in a tetrahedral
environment with respect to other O atoms. Each O atom is
involved in four hydrogen bonds, through the use of two
lone pairs and two H atoms (Figure 6.1). The hydrogen
bonds are asymmetrical (O—H distances=101 pm and
175pm) and non-linear; each H atom lies slightly off the
O.---O line, so that the intramolecular H-O—H bond
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Fig. 6.1 Part of the structure of ice; it consists of a three-
dimensional network of hydrogen-bonded H,O molecules.
(Based on: L. Pauling (1960) The Nature of the Chemical
Bond, Cornell University Press, Ithaca.)

angle is 105°. The wurtzite lattice is very open, and as a
result, ice has a relatively low density (0.92gcm ™). On
melting (273 K), the lattice partly collapses, allowing some
of the lattice cavities to be occupied by H,O molecules. Con-
sequently, the density increases, reaching a maximum at
277K; between 277 and 373K, thermal expansion is the
dominant effect, causing the density to decrease (Figure
6.2). Even at the boiling point (373 K), much of the hydrogen
bonding remains and is responsible for water having high
values of the enthalpy and entropy of vaporization (Table
6.1 and see Section 9.6). The strength of a hydrogen bond
in ice or water is ~25kJ mol’l, and within the bulk liquid,
intermolecular bonds are continually being formed and
broken (thus transferring a proton between species) and
the lifetime of a given H,O molecule is only ~10'%s.
Water clusters such as (H,O),, with ice-like arrangements
of H,O molecules have been structurally characterized in

1.00
0.99

0.98 —

Density/gem ™

0.97

0.96

T T T 1
275 300 325 350 375
Temperature/K

Fig. 6.2 The variation in the value of the density of water
between 283 and 373 K.
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Table 6.1 Selected physical properties of water.
Property Value
Melting point /K 273.00
Boiling point /K 373.00
Enthalpy of fusion, Ap H°(273K)/kJmol™! 6.01
Enthalpy of vaporization, A,, H°(373K) /kJ mol™'  40.65

Entropy of vaporization, A,,S°(373K) /J mol 'K~ 109
Relative permittivity (at 298 K) 78.39
Dipole moment, 1/ debye 1.84

some compounds in the solid state."

When water acts as a solvent, hydrogen bonds between
water molecules are destroyed as water—solute interactions
form; the latter may be ion—dipole interactions (e.g. when
NaCl dissolves) or new hydrogen bonds (e.g. when H,O
and MeOH mix).

The self-ionization of water

Water itself is ionized to a very small extent (equation 6.1)
and the value of the self-ionization constant, K, (equation
6.2), shows that the equilibrium lies well to the left-hand
side. The self-ionization in equation 6.1 is also called auto-
protolysis.

2H,0(1) = [H;0]" (aq) + [OH] " (aq) (6.1)

Water Oxonium ion

K, = [H;0"][OH ] =1.00 x 10"

Hydroxide ion
(at298K)  (6.2)

Although we use concentrations in equation 6.2, this is an
approximation, and we return to this in Section 6.3.

In aqueous solution, protons are solvated and so it is more
correct to write [H;0]"(aq) than H'(aq). Even this is
oversimplified because the oxonium ion is further hydrated
and species such as [H;O,]" (see Figure 9.1), [H,05]" and
[HyO4]" are also present.

If a pure liquid partially dissociates into ions, it is se/f-
ionizing.

Water as a Bronsted acid or base

A Bronsted acid can act as a proton donor, and a Bronsted
base can function as a proton acceptor.

Equilibrium 6.1 illustrates that water can function as both a
Bronsted acid and a Brensted base. In the presence of other
Bronsted acids or bases, the role of water depends on the
relative strengths of the various species in solution. When
HCl is bubbled into water, the gas dissolves and equilibrium
6.3 is established.

HCl(aq) + H,O(1) = [H;0]*(aq) + Cl™ (aq) (6.3)

T See: L.J. Barbour et al. (2000) Chemical Communications, p. 859.
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CHEMICAL AND THEORETICAL BACKGROUND

Box 6.1 The equilibrium constants K, K, and K,,

In dealing with acid—base equilibria in aqueous solution,
three equilibrium constants are of special significance:

e K, is the acid dissociation constant.
e K is the base dissociation constant.
e K, is the self-ionization constant of water.

Essential equations relating to acid—base equilibria are listed
below. Expressions involving concentrations are approxima-
tions, since we should strictly be using activities (see main
text). Moreover, for a weak acid, HA, we assume that the
concentration in aqueous solution of the dissociated acid at
equilibrium is negligible with respect to the concentration of
acid present initially; similarly for a weak base.
For a general weak acid HA in aqueous solution:

HA(aq) + H,O(l) = H;0" (aq) + A (aq)
[H;07J[A7]  [H;07][A7]

* [HAJH0] [HA]

By convention, [H,O] = 1; strictly, the activity of the solvent
H,O is 1 (see Section 6.3).
For a general weak base B in aqueous solution:

B(aq) + H,O(l) = BH*(aq) + OH ™ (aq)
_ [BHT]J[OH] [BH'][OH]
*T B0 B
pK, = —logK, K, = 107"k
pK, = —log K;, K, = 107P%
K, = [H;0"][OH"] = 1.00 x 10~
pK,, = —log K, = 14.00
K, =K, x K,
pH = —log [H;07]

Review example 1: Calculate the pH of aqueous
0.020 m acetic acid (K, = 1.7 x 107°)

The equilibrium in aqueous solution is:
MeCO,H(aq) + H,O(1) = [MeCO,] " (aq) + [H;0]" (aq)
and K, is given by:

_ [MeCO,7J[H;0"] _ [MeCO, ][H;0"]
®~[MeCO,H|[H,0]  [MeCO,H]

since [H,O] is taken to be unity where we are dealing with
equilibrium concentrations.

Hydrogen chloride is a much stronger acid than water.
This means that HCl will donate a proton to H,O
and equilibrium 6.3 lies well over to the right-hand side, so
much so that hydrochloric acid is regarded as being fully
dissociated, i.e. it is a strong acid. Water accepts a proton
to form [H;O]", and thus behaves as a Bronsted base. In

Since [MeCO, | = [H;0"]

[H;01]
a [MGCOZH]

[H;0"] = /K, x [MeCO,H]

The initial concentration of MeCO,H is 0.020 mol dm3, and
since the degree of dissociation is very small, the equilibrium
concentration of MeCO,H ~ 0.020 mol dm .

[H;0%] = V1.7 x 105 x 0.020
[H;0]" = 5.8 x 10 *moldm "
The pH value can now be determined:
pH = — log[H;07]

=—log(58 x 107%)

=32

Review example 2: Find the concentration of [OH]™
present in a 5.0 x 10> mol dm~3 solution of Ca(OH),

At a concentration of 5.0 x 107> moldm >, Ca(OH), is fully
ionized, with two moles of [OH]™ provided by each mole of
Ca(OH),.

[OH ] =2x50x 107 =1.00 x 10~*mol dm~>
To find the pH, we need to find [H;07]:
Ky, = [H;0"][OH ] = 1.00 x 10" (at 298 K)

1. 1071
[H,0"] = % —1.00 x 10~ mol dm ™

pH = —log [H;0"] = 10.0

Review example 3: The value of K, for HCN is
4.0 x 107'°. What is the value of pK, for [CN]™ ?

K, for HCN and Kj, for [CN] ™ are related by the expression:
K, x K, = Ky, = 1.00 x 10°"* (at 298 K)

K, 1.00x10"
K, 40x10°10

pK, = —log Ky, = 4.6

Ky, = =25x107°

the reverse direction, [H;0]" acts as a weak acid and Cl~
as a weak base; they are, respectively, the conjugate acid
and conjugate base of H,O and HCI.

In an aqueous solution of NHj, water behaves as a
Bronsted acid, donating H™ (equation 6.4). In equation
6.4, [NH4]" is the conjugate acid of NH;, while [H;0]"



is the conjugate acid of H,O. Conversely, NH; is the
conjugate base of [NH,]", and [OH] ™ is the conjugate base
of HzO

NH;(aq) + H,O(1) = [NH,4]" (aq) + [OH]  (aq) (6.4)

Equation 6.5 gives the value of K for equilibrium 6.4 and
shows that NHj acts as a weak base in aqueous solution.
This is explored further in worked example 6.2.

[NH, "J[OH ]

K=t—"2321""1_18x107°

INH] (at 298 K)

(6.5)

Conjugate acids and bases are related as follows:

HA(aq) + HO() == A7(aq) + [H30]*(aq)
conjugate conjugate conjugate conjugate
acid 1 base 2 base 1 acid 2

conjugate | acid-base pair |

‘ conjugate acid—base pair |

Worked example 6.2 Manipulating equilibrium
constant data

Using the values K, for [NH,]" =5.6x 107" and K, =
1.00 x 1074, determine a value of K for equilibrium 6.4.

First, write down the equilibria to which the data in the
question refer:

[NH4]" (aq) + H,O(l) = NHj(aq) + [H30] " (aq)
K,=56x10"
H,O(1) + H,O(1) = [H;0] " (aq) + [OH] " (aq)
Ky =1.00x 107"

NH;(aq) + H,O(1) = [NH,] " (aq) + [OH] " (aq) K=7
Now write down expressions for each K:
_ ~10 _ [NH3][H;07]
Ky =5:6x 107" == 9F (1)
Ky = 1.00 x 107 = [H;0"][OH ] (2)
[NH,"][OH"]

K="/ 3

NH] ¥

The right-hand side of equation (3) can be written in terms of
the right-hand sides of equations (1) and (2):

[NH,“JOH] _ [H;0"][OH"]
[NH;| [NH;)[H;07]
[NH, "]

Substituting in the values of K, and K,, gives:

[NH,7J[OH"] 1.00 x 10"
[NH;]  5.6x10710

This value agrees with that quoted in the text (equation 6.5).

=18x107°
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Self-study exercises

These exercises all refer to the equilibria in the worked example.

1. Confirm that [NH,4]" is a stronger acid in aqueous solution than
H,O0.

2. Confirm that NHj; acts as a base in aqueous solution.

3. For each equilibrium, write down the conjugate acid—base pairs.
(Hint: In the second equilibrium, H,O acts as both an acid and
a base.)

6.3 Definitions and units in aqueous
solution

In this section, we discuss the conventions and units
generally used in the study of aqueous solutions. In some
respects, these are not the same as those used in many
other branches of chemistry. At the level of working within
this text and, often, in the practical laboratory, certain
approximations can be made, but it is crucial to understand
their limitations.

Molarity and molality

A one molar aqueous solution (1M or 1 moldm?) contains
one mole of solute dissolved in a sufficient volume of water
to give 1 dm® of solution. In contrast, if one mole of solute
is dissolved in 1kg of water, the solution is said to be one
molal (I molkg™").

Standard state

We are already used to the concept of standard state in
respect of pure solids, liquids and gases. The standard state
of a liquid or solid substance, whether pure or in a mixture,
or for a solvent is taken as the state of the pure substance
at 298K and 1bar pressure (Ibar = 1.00 x 10° Pa); the
standard state of a gas is that of the pure gas at 298 K,
1 bar pressure and exhibiting ideal gas behaviour.

For a solute in a solution, the definition of its standard state
is referred to a situation of infinite dilution: it is the state (a
hypothetical one) at standard molality (m°), 1 bar pressure,
and exhibiting infinitely diluted solution behaviour. In the
standard state, interactions between solute molecules or
ions are negligible.

Activity

When the concentration of a solute is greater than about
0.1 moldm ™3, interactions between the solute molecules or
ions are significant, and the effective and real concentrations
are no longer equal. It becomes necessary to define a new
quantity called the activity, which is a measure of concentra-
tion but takes into account the interactions between the
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solution species. The relative activity, a;, of a component i
is dimensionless and is defined by equation 6.6 where ; is
the chemical potential of component i, yf is the standard
chemical potential of i, R is the molar gas constant, and 7
is the temperature in kelvin."

wi = p + RT Ing (6.6)
The activity of any pure substance in its standard state is
defined to be unity.

The relative activity of a solute is related to its molality by
equation 6.7 where ~; is the activity coefficient of the solute,
and m; and m} are the molality and standard state molality,
respectively. Since the latter is defined as being unity,
equation 6.7 reduces to equation 6.8.

7im;
L= 6.7
a= (6.7)
ai = 7im; (6.8)

Although all thermodynamic expressions dealing with
aqueous solutions should strictly be expressed in terms of
activities, inorganic chemists, and students in particular,
may be dealing with situations in which two criteria are
true:

e problem solving involving very dilute solutions
(<1 x 107> moldm ),

e very accurate answers are not required.

If these criteria hold, then we can approximate the activity of
the solute to its concentration, the latter being measured,
most often, in molarity. We use this approximation through-
out the book, but it is crucial to keep in mind the limitations
of this approach.

6.4 Some Bronsted acids and bases

The larger the value of K,, the stronger the acid.
The smaller the value of pK,, the stronger the acid.
The larger the value of K, the stronger the base.
The smaller the value of pKy, the stronger the base.

Carboxylic acids: examples of mono-, di- and
polybasic acids
In organic compounds, acidity is quite often associated with

the presence of a carboxylic acid group (CO,H) and it is
relatively easy to determine the number of ionizable hydrogen

atoms in the system. Acetic acid,i 6.1, is a monobasic acid
since it can donate only one proton. Ethanedioic acid
(oxalic acid), 6.2, can donate two protons and so is a dibasic
acid. The tetrabasic acid, 6.3, and the anions derived from it
are commonly encountered in coordination chemistry; the
trivial name for this acid is N,N,N',N'-ethylenediamine-
tetraacetic acid (see Table 6.7) and is generally abbreviated
to H4EDTA.

(6] HO O
7 N7
MeC c—C
\ 7N\
OH (0] OH

6.1) (6.2)

HO,C —
2 N /— CO,H
oo/ N\,

H,EDTA COH

(6.3)

Equilibrium 6.9 describes the dissociation of MeCO,H in
aqueous solution; it is a weak acid with K, = 1.75 x 107> at
298 K.

MeCO,H(aq) + H,0(1) = [H;0]" (aq) + [MeCO,] " (aq)
Acetate ion (69)

Acetic acid

(Ethanoate ion)

(Ethanoic acid)

Acids 6.2 and 6.3 undergo stepwise dissociation in aqueous
solution, and equations 6.10 and 6.11 describe the steps for
oxalic acid.

CO,H CO,
(aq) + H0() = [H30]"(aq) + \ (aq)
CO2H COzH
K,(1)=590x 1072 (298K)  (6.10)
COy” CO,”
| (g + H00) = [H0l'Gag) + | (aq)
CO,H CO,”
K,(2) =640 x 107> (298K)  (6.11)

Each dissociation step has an associated equilibrium con-
stant (acid dissociation constant), and it is general for poly-
basic acids that K, (1) > K,(2), and so on; it is more difficult
to remove H' from an anion than from a neutral species.
Values of equilibrium constants may be temperature-
dependent, and the inclusion of the temperature to which

T For further discussion, see: P. Atkins and J. de Paula (2002) Atkins’
Physical Chemistry, 7th edn, Oxford University Press, Oxford, p. 182.

fThe systematic name for MeCO,H is ethanoic acid, but acetic acid is
the ITUPAC-accepted trivial name.



the stated value applies is important. In general, quoted
values usually refer to 293 or 298 K. In this book, unless
otherwise stated, values of K, refer to 298 K.

Inorganic acids

In inorganic chemistry, hydrogen halides and oxoacids are of
particular significance in terms of acidic behaviour in aqu-
eous solution. Each of the hydrogen halides is monobasic
(equation 6.12) and for X = Cl, Br and I, the equilibrium
lies far to the right-hand side, making these strong acids.
In each case, K, > 1; note that this means that the pK,
values are negative (pK, HCl ~ —7; HBr ~ —9; HI ~ —11)
since pK, = —log K,. In many instances, equation 6.12 for
X = Cl, Br or I is written showing only the forward reaction,
thereby emphasizing strong acid behaviour. Hydrogen fluor-
ide on the other hand is a weak acid (pK, = 3.45).

HX(aq) + H,O(l) = [H;0]" (aq) + X (aq) (6.12)
The TUPAC definition of an oxoacid is ‘a compound which
contains oxygen, at least one other element, at least one
hydrogen bound to oxygen, and which produces a conjugate
base by proton loss.’

Examples of oxoacids include hypochlorous acid (HOCI),
perchloric acid (HCIO,), nitric acid (HNO3), sulfuric acid
(H,SO4) and phosphoric acid (H3;PO,). Many well-
recognized common names exist for oxoacids, and the
IUPAC has recommended that such names be retained. In
this book, we follow this recommendation, although in
Box 6.2 we introduce systematic nomenclature.

A wide variety of oxoacids exists and later chapters
introduce many of them. Note that:

e oxoacids may be mono-, di- or polybasic;
e not all the hydrogen atoms in an oxoacid are necessarily
ionizable.

Nitric acid, nitrous acid and hypochlorous acid are examples
of monobasic acids; HNOj is essentially fully ionized in
aqueous solution (equation 6.13), but HNO, and HOCI
behave as weak acids (equations 6.14 and 6.15).

HNO;(aq) + H,0(l) = [H;0]" (aq) + [NO3]~(aq)
Nitrate ion

pK, = —1.64  (6.13)

HNO;(aq) + H,O(1) = [H;0]" (aq) + [NO,] " (aq)
Nitrite ion

pK, =337 (285K)  (6.14)

HOCl(aq) + H,0(l) = [H;0]"(aq) + [OCI]"(aq)
Hypochlorite ion
pK, =453  (6.15)

Sulfuric acid is dibasic; in aqueous solution, the first dissocia-
tion step lies well over to the right-hand side (equation 6.16),
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but [HSO,4]™ is a weaker acid (equation 6.17). Two series of
salts can be isolated, e.g. sodium hydrogensulfate(1—)
(NaHSO,) and sodium sulfate (Na,SOy,).

H,S04(aq) + H,O(l) = [H;0] " (aq) +  [HSO4] (aq)
Hydrogensulfate(1—) ion
pK, ~ -2.0 (6.16)
[HSO4]" (aq) + Ho0() = [H;0] " (aq) + [SO4]* (aq)
Sulfate ion
pK, =192  (6.17)

Tables of data and the existence of crystalline salts can
sometimes be misleading, as is the case for ‘sulfurous acid’.
It is not possible to isolate pure H,SOj3, even though we
often refer to ‘sulfurous acid’ and values of acid dissociation
constants are available (equations 6.18 and 6.19).

H,S0;(aq) + H,O(l) = [H;0]" (aq) + [HSO;] (aq)

Hydrogensulfite(1—) ion
pK,=1.82  (6.18)
[HSO5] (aq) + H,O(1) = [H;0]" (aq) + [SO5]*" (aq)
Sulfite ion
pK, =692  (6.19)

An aqueous solution of ‘sulfurous acid’ can be prepared by
dissolving SO, in water (equation 6.20), but the equilibrium
constant indicates that such solutions contain mainly dis-
solved SO,. A similar situation arises for ‘carbonic acid’,
H,CO; (see Section 13.9).

SO,(aq) + H,O(l) = H,S0;(aq) K < 107° (6.20)

In the oxoacids above, each hydrogen atom is attached to
oxygen in the free acid, and the number of H atoms corre-
sponds to the basicity of the acid. However, this is not
always the case: e.g. although phosphinic acid has the
formula H3;PO,, there is only one O—H bond (structure
6.4) and H;PO, is monobasic (equation 6.21). Further
examples of this type are given in Section 14.11.

(0)
I

P,
1~ \"oH
H
(6.4)
H;PO,(aq) + H,0(l) = [H;0] " (aq) + [H,PO,] (aq)
(6.21)

Inorganic bases: hydroxides

Many inorganic bases are hydroxides, and the term alkali is
commonly used. The group 1 hydroxides NaOH, KOH,
RbOH and CsOH are strong bases, being essentially fully
ionized in aqueous solution; LiOH is weaker (pK}, = 0.2).
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Box 6.2 Oxoacid nomenclature recommended by the IUPAC

Although a systematic method exists for naming oxoacids,
many such laboratory reagents are well recognized by their
common names (e.g. sulfuric acid, nitric acid, nitrous acid).
A problem with many common names is that they often
hide structural information and, most importantly, do not
indicate the number of ionizable hydrogen atoms. Where
large families of acids exist, e.g. the sulfur oxoacids, systema-
tic names are usually more helpful than traditional ones.

Hydrogen nomenclature (for p-block oxoacids)

Systematic hydrogen nomenclature considers the oxoacid as a
hydrogen salt of the corresponding conjugate base. In this
way, the number of ionizable hydrogen atoms is immediately
obvious. Furthermore, structural information about the

conjugate base(s) is built into the name. As an example, con-
sider nitric acid (HNOs), the conjugate base of which is the
nitrate ion [NOs3]| . The systematic name for [NO;]™ is
trioxonitrate(1—). This name carries sufficient information
for us to draw the structure of the anion. Within the systema-
tic nomenclature, every anion derived from an oxoacid has
the suffix ‘-ate’, in contrast to traditional usage of ‘-ate’ or
“-ite’. The charge of the anion is included in parentheses at
the end of the name. The name of the parent oxoacid now
follows by adding the word ‘hydrogen’ before the anion
name: HNO; is hydrogen trioxonitrate(l1—). In simple
cases, the charge can be omitted since it adds no additional
information. It is also acceptable to replace the charge by
the oxidation state (as an upper case Roman numeral) of
the central atom, e.g. trioxonitrate(V). Further examples are:

Formula Traditional name Hydrogen nomenclature
H,S0, Sulfuric acid Dihydrogen tetraoxosulfate(2—)
Dihydrogen tetraoxosulfate(VI)
H;PO, Phosphoric acid Trihydrogen tetraoxophosphate(3—)
(Orthophosphoric acid) Trihydrogen tetraoxophosphate(V)
H;PO, Phosphinic acid Hydrogen dihydridodioxophosphate(1—)

(Hypophosphorous acid)

Hydrogen dihydridodioxophosphate(I)

Acid nomenclature (p-block and d-block oxoacids)

This is an alternative method of nomenclature, but one that
is less easily interpretable in terms of structure than the
hydrogen nomenclature. The name consists of two words,
the second always being ‘acid’. The name gives the number
of oxygen atoms attached to the central atom, the identity
of the central atom and (usually) the oxidation state of
the central atom. The first word in the name always ends in
‘-ic’, in contrast to traditional usage of “-ic’ or ‘-ous’. Selected
examples are listed in the table:

Inorganic bases: nitrogen bases

The term ‘nitrogen bases’ tends to suggest ammonia and
organic amines (RNH,), but there are a number of impor-
tant inorganic nitrogen bases related to NH3;. Ammonia dis-
solves in water, and functions as a weak base, accepting H"
to form the ammonium ion (equation 6.4). Although solu-
tions of NHj in water are often referred to as ammonium
hydroxide, it is not possible to isolate solid samples of
‘NH4OH’. Confusion may arise from tables of data for the
dissociation constants for bases; some tables quote K}, or
pKy, while others list values of K, or pK,. For the relation-
ship between K, and K, see Box 6.1. Thus, a value of pK,
for ‘ammonia’ of 9.25 is really that of the ammonium ion

Formula Traditional name Hydrogen nomenclature

HNO; Nitric acid Trioxonitric(V) acid
HNO, Nitrous acid Dioxonitric(IIT) acid
H,SO, Sulfuric acid Tetraoxosulfuric(VI) acid
HCIO, Perchloric acid Tetraoxochloric(VII) acid

For detailed rules, see: I[UPAC: Nomenclature of Inorganic
Chemistry ( Recommendations 1990), ed. G.J. Leigh, Black-
well Scientific Publications, Oxford, p. 122 and p. 248.

and refers to equilibrium 6.22, while a value of pK,, of 4.75

refers to equilibrium 6.4.

[NH,] " (aq) + H,0(1) = [H30]" (aq) + NHj(aq)
pK, =9.25

Worked example 6.3 Relationship between pK, and
pK, for a weak base

The degree of dissociation of NH; in aqueous solution can be
described in terms of a value of either K, or K. Deduce a
relationship between the values of pK, and pKj,.

(6.22)
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K, refers to the equilibrium:
NH;(aq) + H,O(1) = [NH,]" (aq) + [OH] " (aq)

[NH,][OH ]

o= [NH;]

K, refers to the equilibrium:

[NH,4]" (aq) + H,O(1) = [H30] " (aq) + NH3(aq)

x _ INH3][H;07]
! [NH4"]
Combining the two expressions gives:
[NH,"] _ K, _ [H;07]
[NH;] — [OH7] K,

Ky x K, = [H;0"][OH]

The right-hand side product is equal to the self-dissociation
constant for water, K,,:

Ky x K, = K, = 1.00 x 107"
and so:

pKy, + pK, = pK,, = 14.00

Self-study exercises

1. If pK, for the conjugate acid of PhNH, is 4.63, what is pK, for
PhNH,? To what equilibria do K, and K, refer?

|Ans. 9.37; work out by analogy to those for NH; above]
2. For N,H,, pK;, = 6.05. What is K;? [Ans. 8.91 x 1077

3. pK, for the pyridinium ion is 5.25. Calculate the K; value of

pyridine.
DS
= =
N N
|
H
Pyridinium ion Pyridine
[Ans. 178 x 1077
Hydrazine, N,H4, 6.5, is a weak Bronsted base

(pKy, = 6.05), weaker than NHj; it reacts with strong acids
to give hydrazinium salts (equation 6.23).

(6.5)

N,H,(aq) +HCl(aq) — [N,H;|Cl(aq) (6.23)

The value of pK; for hydroxylamine, NH,OH, is 8.04,
showing it to be a weaker base than either NH3; or N,Hy.

6.5 The energetics of acid dissociation in
aqueous solution

Hydrogen halides

The strengths of different acids in aqueous solutions tend
to be discussed in elementary textbooks on a qualitative
basis. In the case of the hydrogen halides, an exact treatment
in terms of independently measurable thermodynamic
quantities is almost possible. Consider the dissociation of
HX (X is F, Cl, Br or I) in aqueous solution (equilibrium
6.24 or 6.25):

HX(aq) + H,0(1) = [H30] " (aq) + X (aq)
HX(aq) = H" (aq) + X (aq)

(6.24)
(6.25)

The factors that influence the degree of dissociation are
summarized in Figure 6.3. Equation 6.26 relates K, for the
dissociation of HX in aqueous solution to AG®, and the
latter depends on changes in both enthalpy and entropy
(equation 6.27).

AG® = —-RTInK
AG®° = AH® — TAS®

(6.26)
(6.27)

A Hess cycle relates AH® for each of steps (1) to (6) in Figure
6.3 to that of the solution dissociation step. In Figure 6.3,
step (2) is the cleavage of the H—X bond for the gas-phase
molecule. Steps (3) and (5) are the ionization of the gaseous
H atom and the hydration of the gaseous H' ion, respec-
tively. These two steps are common to all four hydrogen
halides. Step (4) is the attachment of an electron to the
gaseous X atom, and the associated enthalpy change is
Agpa H (see Appendix 9). Step (6) is the hydration of gaseous
X

Step (1) causes some experimental difficulty. It is the
reverse of the dissolution of gaseous HX in water to form
solvated undissociated HX. Since HCl, HBr and HI are

Dissociation in
aqueous solution

HX(ag) —————> H'(ag) + X{(aq)
Step(5) T T Step(6)
Step(1) H'®) + X(g
Step(3) T T Step(4)
HX(g) ———————> H@® + X(@©

Step(2)

Fig. 6.3 The energetics of the dissociation of a hydrogen
halide, HX (X = F, Cl, Br or I), in aqueous solution can be
considered in terms of a cycle of steps. The significance of
each step is discussed in the text.
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Fig. 6.4 Trends in the values of AH® for steps (1), (2), (4) and
(6) defined in Figure 6.3. [Data: W.E. Dasent (1984) Inorganic
Energetics, 2nd edn, Cambridge University Press, and
references cited therein.]

essentially fully dissociated in aqueous solution, meas-
urement of enthalpy or entropy changes for step (1) must
be estimated from somewhat unsatisfactory comparisons
with noble gases and methyl halides. For HF, which is a
weak acid in dilute aqueous solution, it might appear that
values of AH® and AS® for step (1) could be obtained
directly. However, IR spectroscopic data indicate that the
species present in solution is the strongly hydrogen-bonded
ion-pair F~--..HOH, .

We shall focus mainly on the conclusions drawn from
calculations using the cycle in Figure 6.3." Firstly, consider
the change in enthalpy for the dissociation of HX(aq).
Since values of AH®° for each of steps (3) and (5) are indepen-
dent of the halide, it is the sum of the values of AH® for steps
(1), (2), (4) and (6) that determines the trend in the values of
AH® for reaction 6.25. Figure 6.4 summarizes the data and
illustrates why there is, in fact, rather little difference between
the values of the overall enthalpy change for reaction 6.25 for
each of the hydrogen halides. Each reaction is exothermic,
with AH® values in the order HF < HCl < HBr ~ HI. If
we now consider the TAS® term for reaction 6.25 for each
halide, the effect of its inclusion is rather dramatic, and
leads to AG° for reaction 6.25 for X = F being positive
while values of AG® for HCI, HBr and HI are negative
(Table 6.2). Calculated values of pK, can now be obtained
using equation 6.26 and are listed in Table 6.2. For com-
parison, the experimental value of pK, for HF is 3.45. Of
great significance is that pK, for HF is positive compared
with negative values for HCI, HBr and HI. The enthalpy
of dissolution of HF (—AH® for step(1)) is larger than
those for the other hydrogen halides: —48 kJ mol~' for HF
compared with —18, —21 and —23kJ mol ™! for HCI, HBr
and HI, respectively. This, along with the much stronger
bond in HF, outweighs the more negative enthalpy of
hydration of F~, making AH® for the dissociation process
much less negative for HF than any of the other halides

T For a fuller discussion, see: W.E. Dasent (1984) Inorganic Energetics,
2nd edn, Cambridge University Press, Chapter 5.

Table 6.2 Thermodynamic data and calculated values of
pK, for the dissociation of the hydrogen halides in aqueous
solution. The values of AH®, TAS®, AG° and pK, refer to
the dissociation process shown in Figure 6.3. For steps (3)
and (5) in Figure 6.3, the values of AH° are 1312 and
—1091 kJ mol ™" respectively.

HF HCl HBr HI
AH® /kJmol™! -2 —63 -71 —68
TAS® /kImol™ -30 —10 —4 +3
AG° /kJmol™! +8 —33 —67 —71
Calculated pK, 1.4 -93 —11.7 —12.4

(Table 6.2). Entropy effects, although smaller, contribute in
the same direction. It is easy to see that an explanation of
the relative acid strengths of the hydrogen halides is not a
trivial exercise. Moreover, electronegativity does not enter
into the discussion: one must exercise care because it is all
too easy to conclude from electronegativity (see Table 1.7)
that HF is expected to be the strongest acid in the series.

H,S, H,Se and H,Te

Similar cycles to that in Figure 6.3 can be constructed for
H,S, H,Se and H,Te, allowing values of K, to be estimated.
Equations 6.28 to 6.30 give the first dissociation steps.

H,S(aq) + H,O(1) = [H;0]" (aq) + [HS] " (aq)

pK (1) =7.04  (6.28)

H,Se(aq) + H,0(1) = [H;0]" (aq) + [HSe]  (aq)
pK,(1) =39  (6.29)

H,Te(aq) + H,O(1) = [H30]" (aq) + [HTe](aq)
pK,(1)=2.6  (6.30)

Although the explanation of the trend in values is not simple,
and some data must be estimated (rather than being experi-
mentally determined), it is apparent that the decrease in the
X—H bond strength with the increasing atomic number of X
plays an important role in accounting for what is often
thought to be a puzzling observation: as group 16 is des-
cended and X becomes more metallic, its hydride becomes
more acidic.

6.6 Trends within a series of oxoacids
EO,(OH),,

For some elements with varying oxidation states, series of
oxoacids with different numbers of oxygen atoms may exist
(Table 6.3). There is no adequate thermodynamic treatment
for rationalizing the observed trends within a series, but
there are certain empirical methods for estimating K,. The
best known of these is Bell’s rule (equation 6.31) which
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Table 6.3 Examples of series of oxoacids EO,(OH),, for an element E; not all experimentally determined values of pK, are known to

the same degree of accuracy.

Formula of acid EO,(OH),, notation

HNO, N(O)(OH) +3
HNO, N(0),(OH) +5
H,SO0; S(0)(OH), +4
H,SO, S(0),(OH), +6
HOCI CI(OH) +1
HCIO, CI(0)(OH) +3
HCIO; CI1(0),(OH) +5
HCIO, CI(0);(OH) +7

Oxidation state of E

pK,(1) pK,(1) estimated by
using Bell’s rule
3.37 3
—1.64 -2
1.82 3
~—3 -2
7.53 8
2.0 3
-1.0 -2
~—8 7

relates the first acid dissociation constant to the number of
‘hydrogen-free’ O atoms in an acid of formula EO,(OH),,.

pK, ~ 8 —5n (6.31)

Table 6.3 illustrates some comparisons between experi-
mentally determined values of pK, and those estimated
from Bell’s rule. Of course, this empirical approach does
not take into account the effects of changing element E.

It is often the case (experimentally) that successive values
of pK, for members of a series EO,,(OH),, differ by about 4 or
5. The increase in acid strength with increase in the number
of O atoms attached to atom E is generally attributed to the
greater possibility in the conjugate base of delocalization of
negative charge onto the O atoms.

6.7 Aquated cations: formation and
acidic properties

Water as a Lewis base

Although in this chapter we are mainly concerned with
Bronsted acids and bases, it is important not to lose sight
of the definition of Lewis acids and bases, and relevant to
this chapter is the fact that water functions as a Lewis base
when it acts as a solvent.

A Lewis acid is an electron acceptor, and a Lewis base is an
electron donor.

When a metal salt dissolves in water, the cation and anion
are hydrated; we discuss the energetics of this process in
Section 6.9, but for now, we consider the interactions
between the individual ions (freed from their ionic lattice
on dissolution) and the solvent molecules. Consider the dis-
solution of NaCl. Figure 6.5a shows a schematic representa-
tion of the formation of the inner hydration shell around
Na'. The O---Na interaction can be described in terms of
an ion—dipole interaction, while the solvation of the anion
can be described in terms of the formation of hydrogen
bonds between ClI- and H atoms of surrounding H,O
molecules.

Hydration is the specific case of solvation when the solvent is
water.

Figure 6.5b shows another representation of a hexaaqua
ion. Each O atom donates a pair of electrons to the metal
M"" ion, and each H,O molecule acts as a Lewis base
while the metal ion functions as a Lewis acid. We are imply-
ing that the M—O interaction is essentially covalent, in
contrast to the case for Na' in Figure 6.5a. In practice, the
character of the metal - - - oxygen interaction varies with the
nature of the metal ion and relevant to this is the electro-
neutrality principle (see Section 19.6).

H
/
M* O X~ H—O
\H \H
(6.6) (6.7)

The configurations 6.6 and 6.7 have been established in the
first hydration shell for dilute solutions of LiCl and NaCl by
detailed neutron diffraction studies. In concentrated solu-
tions, the plane of the water molecule in 6.6 makes an
angle of up to 50° with the M™*---O axis (Figure 6.6)
implying interaction of the cation with a lone pair of
electrons rather than an ion—dipole interaction.

H H\O{H H OH,
Lo mo_ | _on
9 ; . 2 2
0 \N:*", g ~a H/
a
N7 ! . S
(|)o‘* ! af(l) HZO/ T \OH2
09~
H H/ \H H OH2
(a) (b)

Fig. 6.5 (a) The first hydration shell of an Na™ ion; ion—
dipole interactions operate between the Na™ ion and the H,O
molecules. (b) If the metal-oxygen bond possesses significant
covalent character, the first hydration shell can be reasonably
represented showing oxygen-to-metal ion coordinate bonds;
however, there is also an ionic contribution to the bonding
interaction.



172  Chapter 6 e Acids, bases and ions in aqueous solution

Fig. 6.6 If the plane of each water molecule in

[M(H,0)s]" makes an angle of ~50° with the M™ --- O
axis, it suggests that the metal-oxygen interaction involves the
use of an oxygen lone pair.

For both the cations and anion in NaCl and LiCl, there are
six H,O molecules in the primary hydration shell (Figure
6.5). Spectroscopic studies suggest that the hydration of
other halide ions is similar to that of ClI™, but for more
complex anions, very few data are available. For a limited
number of hydrated cations, tracer methods and electronic
and NMR spectroscopies provide reliable information
about coordination number and stoichiometry.

Aquated cations as Brgnsted acids

In the aqueous chemistry of cations, hydrolysis refers to the
reversible loss of HY from an aqua species. The term
hydrolysis is, however, also used in a wider context, e.g. the
reaction:

is a hydrolysis process.

Aquated cations can act as Bronsted acids by loss of H"
from a coordinated water molecule (equation 6.32).

[M(H,0)¢]"" (aq) + H,0(1)

= [H;0]" (aq) + [M(H>0)5(OH)]"~""(aq)  (6.32)

The position of the equilibrium (and thus, the strength of
the acid) depends on the degree to which the O—H bonds are
polarized, and this is affected by the charge density of the
cation (equation 6.33).

charge on the ion
surface area of the ion

Charge density of an ion = (6.33)

Surface area of sphere = 4mr”

When H,O coordinates to M"", charge is withdrawn
towards the metal centre, leaving the H atoms more &
(structure 6.8) than in bulk water. Small cations such as
Lit, Mg*", AP", Fe’* and Ti** possess high charge
densities, and in the corresponding hydrated ions, the H
atoms carry significant positive charge. The pK, values
for [AI(H,0)s]'" and [Ti(H,0)s*" (equations 6.34 and
6.35) illustrate the effect when the charge on the ion is
high.

g o
Mn+<70

H 5
(6.8)

[AI(H,0)¢]** (aq) +H,0(1)

= [AI(H,0)s(OH)** (aq) + [H;0]*(aq) ~ pK, =5.0
(6.34)

[Ti(H,0)e]** (aq) + H,O(1)
= [Ti(H,0)s(OH)]*" (aq) + [H;0]" (aq) pK, =3.9
(6.35)

It is instructive to compare acid strengths of hexaaqua ions
with other acids. The pK, values of MeCO,H (equation
6.9) and HOCI (equation 6.15) are similar to that of
[AI(H,0)]*", while pK, for [Ti(H,0)s]>" is close to that of
HNO, (equation 6.14).

The characteristic colour of the [Fe(H,0)4]*" ion is purple,
but aqueous solutions appear yellow due to the formation of
the hydroxo species [Fe(H,0)s(OH)*" and [Fe(H,0),(OH),]*
(equations 6.36 and 6.37); see also structure 21.31 in Chapter
21 and accompanying discussion.

[Fe(H,0)*" (aq) + H,O(1)

= [Fe(H,0)s(OH)[** (aq) + [H30]"(aq)  pK, =20
(6.36)

[Fe(H,0)5(OH)]** (aq) + H,0(1)
= [Fe(H,0)4(OH),]|"(aq) + [H30]" (aq)  pK, = 3.3
(6.37)

The facile dissociation of [Fe(H,0)¢]*" means that its
aqueous solutions must be stabilized by the addition of
acid, which (by Le Chatelier’s principle) drives equilibrium
6.36 to the left-hand side.

Proton loss is, in some cases, accompanied by the for-
mation of dinuclear or polynuclear species in aqueous
solution. For example, after the dissociation of H' from
[Cr(H,0)s*", the product undergoes an intermolecular
condensation (equation 6.38). The resulting dichromium
species (Figure 6.7) contains bridgingT hydroxy groups.

2[Cr(H,0)5(OH)]** (aq)
= [(H,0),Cr(u-OH),Cr(H,0),]*" (aq) + 2H,0(1)  (6.38)

A similar reaction occurs in the corresponding V(III)
system. On going from V(IIT) to V(IV), the charge density
on the vanadium centre is sufficient to permit the dissociation
of two protons from one coordinated H,O, and the blue oxo-
vanadium(IV) or vanadyl ion, 6.9, is formed. It is common

" The prefix p means that the specified group is in a bridging position; p3
means a bridge between three atoms etc.
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Fig. 6.7 (a) A schematic representation of the structure
of the dinuclear cation [Crz(H'OH)z(H20)8]4+. (b) The
structure (X-ray diffraction) of this cation as determined for
the salt [Crz(u-OH)z(H20)g][2,4,6-Me3C6stO3]4'4H20
[L. Spiccia et al. (1987) Inorg. Chem., vol. 26, p. 474]. Colour
code: Cr, yellow; O, red; H, white.

for this cation to be written simply as [VO]*", even though
this is not a ‘naked’ vanadium oxo species.

2+
0
HzO/,,/” \\\\OHz
v
00" ’ o,
OH,
(6.9)

6.8 Amphoteric oxides and hydroxides

Amphoteric behaviour

If an oxide or hydroxide is able to act as either an acid or a
base, it is said to be amphoteric.

Some oxides and hydroxides are able to react with both acids
and bases, thereby functioning as both bases and acids,
respectively. Water is probably the most common example,
but in this section we consider the amphoteric nature of
metal oxides and hydroxides. Aluminium oxide, Al,Os,
reacts with acids (equation 6.39) and with hydroxide ion
(equation 6.40).

1-AlLO5(s) 4+ 3H,0(1) + 6[H;0] " (aq) — 2[Al(H,0)¢]* " (aq)
(6.39)
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ALOs(s) + 3H,0(1) + 2[OH] (aq) — 2[Al(OH),] ™ (aq)
(6.40)

The hexaaqua ion, 6.10, may be isolated as, for example, the
sulfate salt after reaction with H,SO,4. The ion [AI(OH),] ",
6.11, can be isolated as, for example, the Na' salt if the
source of hydroxide is NaOH.

3+ oH
OH, |
H,0, “OH
P g Ao
10,0" | “Yom, HO
OH2 OH
(6.10) (6.11)

Similarly, aluminium hydroxide is amphoteric (equations
6.41 and 6.42).

AI(OH)4(s) + KOH(aq) — K[AI(OH),](aq) (6.41)

(6.42)

Periodic trends in amphoteric properties

As we discuss in later chapters, the character of the oxides of
the elements across a row of the periodic table (s- and p-
blocks) changes from basic to acidic, consistent with a
change from metallic to non-metallic character of the
element. Elements that lie close to the so-called ‘diagonal
line’ (Figure 6.8) possess amphoteric oxides and hydroxides;
in group 2, Be(OH), and BeO are amphoteric, but M(OH),
and MO (M = Mg, Ca, Sr or Ba) are basic. Among the
oxides of the p-block, Al,O5, Ga,03, In,03, GeO, GeO,,
SHO, SHO2, PbO, PbOz, AS203, Sb203 and Bi203 are
amphoteric. Within group 13, Ga,0O; is more acidic than
Al,O3, whereas In,O3 is more basic than either Al,O5 or
Ga,03; for most of its chemistry, In,O; can be regarded as

Group Group Group Group Group Group Group Group

1 2 13 14 15 16 17 18

Li Be B C N (0} F Ne

Na Mg Al Si P S Cl Ar

K Ca Ga Ge As Se Br Kr

Rb Sr < |5 Sn Sb Te I Xe
blockf

Cs Ba Tl Pb Bi Po At Rn

l:l = Non-metallic elements l:l = Metallic elements

Fig. 6.8 The so-called ‘diagonal line’ divides metals from non-
metals, although some elements that lie next to the line (e.g.
Si) are semi-metals.
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having a basic rather than amphoteric nature. In group 14,
both the metal(IT) and metal(IV) oxides of Ge, Sn and Pb
are amphoteric; in group 15, only the lower oxidation state
oxides exhibit amphoteric behaviour, with the M,Os
oxides being acidic. For the oxides M,0O3, basic character
predominates as the group is descended: As,O; <
Sb203 < Bi203.

6.9 Solubilities of ionic salts

Solubility and saturated solutions

When an ionic solid, MX, is added to water, equilibrium 6.43
is established (if the ions formed are singly charged). When
equilibrium is reached, the solution is saturated.
MX(s) = M*(aq) + X (aq) (6.43)
The solubility of the solid at a specified temperature is the
mass of solid that dissolves when equilibrium is reached in
the presence of an excess of solid, divided by the mass of
the solvent. Solubilities of salts may be expressed in terms
of mass of solid (in g) per kg of solvent or in moles of
solute per kg of solvent. Often, tables of data list solubility
data in terms of g of solute per 100g of solvent, a con-
venient order of magnitude for laboratory work. The
inclusion of temperature is vital, since solubility may
depend significantly on temperature as is illustrated for KI
and NaNOj; in Figure 6.9. In contrast, Figure 6.9 shows
that between 273 and 373K, the solubility of NaCl is
virtually constant.

Tabulated values of solubilities of ionic salts refer to the
maximum amount of solid that will dissolve in a given mass
of water to give a saturated solution.
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Fig. 6.9 The temperature-dependence of the solubilities in
water of potassium iodide and sodium nitrate. The solubility
of sodium chloride is essentially temperature independent in
the range 273-373 K.

For very dilute solutions at 298 K, the numerical value of
a concentration in molkg ! is equal to that in moldm >,
and the solubilities of sparingly soluble salts (see below)
are generally expressed in mol dm>.

Sparingly soluble salts and solubility
products

If the solubility of an ionic salt is extremely small (i.e. a
saturated solution contains very few ions), the salt is said
to be sparingly soluble. Such salts may include some that
we might loosely refer to as being ‘insoluble’, for example
AgCl and BaSO,. Equation 6.44 shows the equilibrium
that is established in aqueous solution when CakF,
dissolves.

CaF,(s) = Ca*'(aq) + 2F (aq) (6.44)

An expression for the equilibrium constant should strictly
be given in terms of the activities (see Section 6.3) of the
species involved, but since we are dealing with very dilute
solutions, we may express K in terms of concentrations
(equation 6.45).

_[CaF P

K [CaF;]

(6.45)

The activity of any solid is, by convention, unity. The
equilibrium constant is thereby given in terms of the
equilibrium concentrations of the dissolved ions and is
referred to as the solubility product, or solubility constant,
K, (equation 6.46).
Ky = [Ca*"|[F (6.46)

Values of Ky, for a range of sparingly soluble salts are listed
in Table 6.4.

Talble 6.4 Values of K,(298 K) for selected sparingly soluble
salts.

Compound Formula K, (298K)
Barium sulfate BaSO, 1.07 x 1071°
Calcium carbonate CaCO; 4.96 x 1077
Calcium hydroxide Ca(OH), 4.68 x 107°
Calcium phosphate Ca;(PO,), 2.07 x 1073
Iron(Il) hydroxide Fe(OH), 487 x 107"
Iron(I) sulfide FeS 6.00 x 107"
Iron(I11) hydroxide Fe(OH), 2.64 x 107
Lead(1I) iodide Pbl, 8.49 x 107
Lead(II) sulfide PbS 3.00 x 10728
Magnesium carbonate MgCO; 6.82x 10°°
Magnesium hydroxide Mg(OH), 5.61 x 1072
Silver(I) chloride AgCl 1.77 x 10710
Silver(I) bromide AgBr 535%x 1071
Silver(I) iodide Agl 8.51 x 1077
Silver(I) chromate Ag,CrO, 1.12x 10712
Silver(I) sulfate Ag,SO, 120 x 107°




Worked example 6.4 Solubility product

The solubility product for PbI, is 8.49 x 10™° (298K).
Calculate the solubility of Pbl, in g per 100 g of water.

The equilibrium for the dissolution of lead(II) iodide is:
Pbl,(s) = Pb*"(aq) + 21" (aq)
Ky, = [Pb*][I7]?
One mole of Pbl, dissolves to give one mole of Pb*>" and two
moles of I, and the solubility of Pbl, (in moldm ) equals

the concentration of aqueous Pb>". Since [I"] = 2[Pb*"], we
can rewrite the expression for K, and thus find [Pb2+]:

K, = 4[Pb*']
8.49 x 1077 = 4[Pb*"]?
[Pb* "] = v/2.12 x 107° = 1.28 x 10~ mol dm

The solubility of Pbl, is thus 1.28 x 107> mol dm > at 298 K.
Converting to g per 100 g of water:

M, Pbl, = 461
Solubility of Pbl,
= (1.28 x 10 *moldm?) x (461 gmol ™)

=0.590gdm*
1.00dm’® of water has a mass of 1.00 kg (at 298 K)
Solubility of Pbl, = 0.590 g per kg of water
=0.0590 g per 100 g of water at 298 K

Self-study exercises

1. The solubility product for Ag,SO, is 1.20 x 10> (298 K).
What is the solubility of Ag,SO, in (a) mol dm~3, and (b)) g
per 100 g of water?

[Ans. (a) 1.44 x 10> mol dm3; (b) 0.45 g per 100 g]

2. If the solubility of Agl is 2.17 x 10 ° gdm , calculate K.
[Ans. 8.50 x 1077

3. The value of K, for lithium carbonate is 8.15 x 1074 (298 K).
Calculate the solubility of Li, COj5 in (a) mol dm > and (b) g per
100 g of water.

[Ans. (a) 5.88 x 10 > mol dm>; (b) 0.434 g per 100 g

4. The solubility of iron(Il) hydroxide in water is
230 x 10 *moldm > at 298K. Determine the equilibrium
constant for the process:

Fe(OH),(s) = Fe’t(aq) + 2|OH]| (aq) [Ans. 4.87 x 107"]

The energetics of the dissolution of an ionic
salt: A,G°

We can consider the equilibrium between a solid salt MX
and its ions in saturated aqueous solution in terms of the
thermodynamic cycle in equation 6.47.
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0
*A]atticeG

MX(s) M*(g) + X(2)

N %deo

M*(aq) + X (aq)

(6.47)

where Ajuice G° = standard Gibbs energy change accompa-
nying the formation of the ionic lattice from gaseous ions;
ApygG° = standard Gibbs energy change accompanying
the hydration of the gaseous ions; and A, G° = standard
Gibbs energy change accompanying the dissolution of the
ionic salt.

In this cycle, Ay, G° is related by equation 6.48 to the
equilibrium constant, K, for the dissolution process; for a
sparingly soluble salt, the equilibrium constant is K.

A,G® = —RTInK (6.48)

In principle, it is possible to use Gibbs energy data to calcu-
late values of K and this is particularly valuable for accessing
values of K,. However, there are two difficulties with deter-
mining values of Ay, G°® using cycle 6.47. First, Ay,G° is a
small difference between two much larger quantities (equa-
tion 6.49), neither of which is usually accurately known.
The situation is made worse by the exponential relationship
between A, G° and K. Second, hydration energies are not
very accessible quantities, as we shall discuss later on.

AsolGO = Ahde0 - AlemiceGo (649)

An alternative method of accessing values of A, G° is by
using equation 6.50, which relates the energies of formation
for the species involved to the energy change for the dissolu-
tion of MX(s) (reaction 6.43).

Ay1G° = AG°(MT aq) + ArG° (X ,aq) — AG°(MXs)
(6.50)

Values of A;G°(M",aq) and A;G°(X ,aq) can often be
determined from standard reduction potentials (see Appen-
dix 11) using equation 6.51, and tables giving values of
AG°(MX,s) for a wide range of salts are readily available.
Equation 6.51 and its uses are discussed in detail in Chapter
7, and worked example 7.9 is especially relevant.

AG® = —zFE° (6.51)

where F = Faraday constant = 96485 Cmol ™.

The magnitude of Ay,;G° depends upon the balance
between the corresponding TAy,;S® and Ay, H® terms
(equation 6.52).

Ago1G® = Ay H® — TA, S° (6.52)

Thermochemical experiments (i.e. measuring the heat
evolved or taken in during dissolution of an ionic salt) pro-
vide a method of determining values of the enthalpy
change, A H®. If Ay, G° has been determined, then
A1 S° can be derived using equation 6.52. Observed trends
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Table 6.5 Solubilities and values of the changes in Gibbs energy, enthalpy and entropy of solution at 298 K for the halides of sodium
and silver; the entropy change is given in the form of a TAS,,° term (7 = 298 K). Hydrate formation by solid NaBr, Nal and AgF
has been neglected in the calculation of Ay, G° for these compounds.

Compound Solubility / g per 100g Solubility / mol per
of water at 298 K

NaF 42 0.10
NaCl 36 0.62
NaBr 91 0.88
Nal 184 1.23
AgF 182 1.43
AgCl 8.9 %1077 6.2x 107’
AgBr 8.4 x107° 45x% 1078
Agl 28 %1077 12x107°

100 g of water at 298 K

AyiG° | kKImol™ ! A H° | kImol™' TA,S° [ kImol !

+7.9 +0.9 -7.0

—8.6 +3.9 +12.5
—-17.7 —0.6 +17.1
—31.1 —7.6 +23.5
—14.4 —20.3 -5.9
+55.6 +65.4 +9.8
+70.2 +84.4 +14.2
+91.7 +112.3 +20.6

in the values of these thermodynamic parameters are not
easily discussed, since a wide variety of factors contribute
to the signs and magnitudes of A, S° and Ay, H°, and
hence to A, G° and the actual solubility of a given salt.
Table 6.5 lists relevant data for sodium and silver halides.
The increase in solubility on going from NaF to NaBr corre-
sponds to a progressively more negative value for A, G°,
and the A, H® and TA,,S° terms both contribute to this
trend. In contrast, the silver halides show the opposite beha-
viour, with the solubility in aqueous solution following the
sequence AgF > AgCl > AgBr > Agl. While the values of
the TA,,;S° term become more positive on going from
AgF to Agl (i.e. the same trend as for the sodium halides),
the Ay, H° term also becomes more positive. Combined in
equation 6.52, these lead to values of Ay,;G° for AgF,
AgCl, AgBr and Agl that become increasingly positive
(Table 6.5). The origin of this result lies in the non-electro-
static contribution to the lattice energy, which progressively
stabilizes the solid with respect to aqueous ions on going
from AgF to Agl (see Section 5.15). Even from a considera-
tion of only two sets of metal halides, it is clear that providing
general explanations for the observed trends in the solubilities
of ionic salts is not possible.

The energetics of the dissolution of an ionic
salt: hydration of ions

We have already seen (equation 6.47) that the energy change
accompanying the hydration of an ionic salt contributes
towards the solubility of the salt, and we have also men-
tioned that values of Ay,4G° and the corresponding enthalpy
and entropy changes are not readily accessible quantities. In
this section, we look more closely at Apy4G°, AyyqH® and
ApyaS°; equation 6.53 gives the general hydration processes
to which these quantities refer.

M (g) — M*(aq) }

B : (6.53)
X" (g) — X" (aq)

The primary problem is that individual ions cannot be
studied in isolation, and experimental measurements of

ApygH® are restricted to those involving pairs of ions that
do not interact. Even then, the problem is non-trivial.

In principle, the value of ApyyG° (in J mol ") for an ion of
charge ze and radius r;,, (in m) can be calculated on the basis
of electrostatics using equation 6.54.

Le? 1
By = g (1=
8TEY ion o

where L = Avogadro number = 6.022 x 102 mol™!; e=
charge on the electron = 1.602 x 107" C; ¢, = permittivity
of a vacuum = 8.854 x 107> Fm™'; and ¢, = relative per-
mittivity of the water (dielectric constant) = 78.7.

(6.54)

In practice, this expression gives unsatisfactory results
since the relative permittivity (see Section 8.2) of bulk
water is not valid close to the ion, and available values of
I'on Tefer to ionic lattices rather than hydrated ions.

The simplest way of obtaining thermodynamic functions
of hydration for individual ions rests on the assumption
that very large ions such as [PhyAs]" and [BPh,]™ have the
same values of Ap,yG° etc. From data for salts containing
appropriate cation—anion pairs (e.g. [PhyAs][BPhy],
[PhAs]Cl and K[BPhy]), data for the individual ions can
be derived (e.g. K* and Cl7). However, direct experimental
measurements involving [PhyAs][BPhy] are not feasible
because of the low solubility of this salt in water. Hence,
data for this compound come from theory.

An alternative method for obtaining thermodynamic
functions of hydration is based upon an arbitrary assignment
of a value of Ahde"(HJ“,g) = 0. From this starting point,
and using values of AyqH° for a range of ionic salts and
the hydrogen halides, a self-consistent set of relative hydra-
tion enthalpies can be obtained. More sophisticated methods
are based upon the estimation of A H°(H"g)=
—1019kJmol !, and Table 6.6 lists corresponding absolute
values of A qH® for a range of ions.

Values of hydration entropies, Ay,4S°, can be derived by
assigning (by convention) a value of zero for the absolute
entropy, S°, of gaseous H'. Table 6.6 lists values of
ApyaS°® for selected ions, and the corresponding values of
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Table 6.6 Absolute values of AyyqH, ApyS®, ApygG® (at 298 K), and ionic radii for selected ions.
Ion ApygH® [kImol ! ApyaS°/JK "mol ! TA;4S°/kImol ! ApyaG® [ kI mol ! Fion / P
(for T =298 K)

H' —1091 —130 -39 —1052 —

Lit -519 —140 —42 —477 76

Na™ —404 —110 -33 —371 102

K* —-321 —=70 -21 —-300 138

Rb* —296 —70 21 -275 149

Cs* =271 —60 —18 —253 170
Mg>* —1931 —320 —95 —1836 72
Ca™" —1586 —230 —69 —1517 100

Sr’t —1456 220 —66 —~1390 126

Ba’" —1316 —200 —60 —1256 142

N —4691 —530 —158 —4533 54

La** —3291 —430 —128 —3163 105

F —-504 —150 —45 —459 133

Cl —361 -90 =27 —334 181

Br™ —330 —70 -21 -309 196

I —285 —50 —15 —270 220

*Values of Tion Tefer to a coordination number of 6 in the solid state.

ApygG° are obtained by substitution of Ay S® and AyyqH°
into equation 6.52 (T =298 K). Inspection of Table 6.6
reveals several points of interest:

e Highly charged ions have more negative values of
ApygH® and Ay S°® than singly charged ions. The more
negative enthalpy term is rationalized in terms of simple
electrostatic attraction, and the more negative Ap,4S°
values can be considered in terms of highly charged
ions imposing more order on H,O molecules in the
environment of the ion.

e For ions of a given charge, Ay ,qH° and ApyyS°® show
some dependence on ion size (i.e. ry,,); smaller ions pos-
sess more negative values of both AyyH° and ApyyS°.

e The variation in AyqH° outweighs that in TA,,4S°, and
as a result, the most negative values of A,4G° arise for
small ions (comparing those with a constant charge),
and for highly charged ions (comparing those of similar
size).

e For monatomic ions of about the same size, (e.g. K™ and
F7), anions are more strongly hydrated than cations
(more negative AyyqG°).

Solubilities: some concluding remarks

Let us now return to equation 6.47, and relate the observed
solubility of a salt to the magnitude of the difference between
Ajatiice G° and AyyqG® (equation 6.49), and in particular to
the sizes of the ions involved.

First, we reiterate that Ay, G° is generally a relatively small
value, being the difference between two much larger values
(Aatice G° and Ay 4G°). Moreover, as Table 6.5 illustrates,
A,G° can be either positive or negative, whereas Aj,iceG°
and ApyqG® are always negative values (provided they are
defined as in equation 6.47).

As we saw in Table 6.6, of the two terms AyqH° and
T ApygS°, the dominant factor in determining the magnitude
of ApyqG® is Apyg H®. Similarly, for Ay,yieG°, the dominant
factor is ApuiceI°. Thus, in considering the relationship
between the solubility of a salt and the sizes of the
component ions, we turn our attention to the relationships
between rign, ApyaH° and Ay H° given in equations 6.55
and 6.56. The actual values of ApygH® and A,y H® (defined
for the processes given in equation 6.47) are always negative.

Alatticelio 08 (655)

ry+re
1

1
AhdeO X —+—
ry r

(6.56)

r, = radius of cation; r_ = radius of anion.

Now consider the application of these two expressions to a
series of salts of similar lattice type. For a series of MX
salts where X~ is constant and M varies, if r_ > r,, equa-
tion 6.55 shows that there will be little variation in Ayice -
However, upon dissolution, if r_ > r,, Ay,qH®(cation) will
be much more negative than Ay 4 H°(anion) for all values of

. . 1

r.. Thus, ApyqH® will be roughly proportional to —. Thus,
I‘+

along a series of related salts with increasing r,, but with

r_>r, ApuiceH® will remain nearly constant while
ApygH® becomes less negative. Hence, Ay, H® (and thus
A1 G°) will become less negative (equation 6.57) and solubi-
lity will decrease.

Asoll{O = Ahyd]—l0 - Alatlicel—lO (6'57)

Such a series is exemplified by the alkali metal hexa-
chloroplatinates; the hydrated sodium salt has a very high
solubility, while the solubilities of K,[PtCls], Rb,[PtClg]
and  Cs,[PtCls] are 230x107°, 244x10% and
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1.04 x 10 *mol per 100g of water (at 293K). A similar
trend is observed for alkali metal hexafluorophosphates
(MPFy).

Although the above, and similar, arguments are qualita-
tive, they provide a helpful means of assessing the pattern
in solubilities for series of ionic salts; we stress ‘ionic’ because
equations 6.55 and 6.56 assume an electrostatic model. Our
discussions in Section 5.15 and earlier in this section
indicated how partial covalent character in silver halides
affects solubility trends.

6.10 Common-ion effect

So far, we have discussed aqueous solutions containing a
single, dissolved ionic salt, MX. Now we consider the effect
of adding a second salt which has one of its ions in
common with the first salt.

If a salt MX is added to an aqueous solution containing the
solute MY (the ion M"* is common to both salts), the
presence of the dissolved M"" ions suppresses the dissolution
of MX compared with that in pure water; this is the common-
ion effect.

The origin of the common-ion effect is seen by applying Le
Chatelier’s principle. In equation 6.58, the presence of Cl™ in
solution (from a soluble salt such as KCI) will suppress the
dissolution of AgCl, i.e. additional Cl™ ions will shift the
equilibrium to the left-hand side.

AgCl(s) = Ag*(aq) + Cl (aq) (6.58)

The effect is analogous to that of mixing a weak acid with the
salt of that acid (e.g. acetic acid and sodium acetate) to form
a buffer solution.

Worked example 6.5 The common-ion effect

The value of Ky, for AgClis 1.77 x 10~ ' (at 298 K). Compare
the solubility of AgCl in water and in 0.0100 mol dm3 hydro-
chloric acid.

First, determine the solubility of AgCl in water.
AgCl(s) = Ag"(aq) + Cl™ (aq)
Ky, = [Ag'][C1IT] = 1.77 x 1071

Since the concentrations of [Ag"] and [Cl ] in aqueous solu-
tion are equal, we can write:

Ag™? =1.77x 107"
[Ag"] = 1.33 x 10~ mol dm ™

The solubility of AgCl is therefore 1.33 x 107> moldm .

Now consider the solubility of AgCl in 0.0100 mol dm >
HCI aqueous solution.
HCI is essentially fully dissociated and thus, [Cl7] =
0.0100 moldm>.
AgCl(s) = Ag'(aq) + Cl™(aq)
Initial aqueous ion

concentrations /mol dm>: 0 0.0100
Equilibrium concentrations /
moldm™: X (0.0100 + x)

Ky =177 x 107" = [Ag"][CI]
1.77 x 107" = x(0.0100 + x)

Since x is obviously much less than 0.01, we can make the
approximation that 0.0100 + x ~ 0.0100.

1.77 x 107 2 0.0100x
x~1.77 x 10 ¥ moldm 3

The solubility of AgCl is therefore 1.77 x 10~ moldm .
Conclusion: the solubility of AgCl is ~1000 times less in
0.0100 mol dm ™ aqueous HCI solution than in water.

Self-study exercises
K, data: AgCl, 1.77 x 10~'%; BaSO,, 1.07 x 10~ '* (298 K).

1. How much more soluble is AgCl in water than in
5.00 x 10 2 mol dm* aqueous HCI at 298 K?
|Ans. ~375 times]

2. What is the solubility of AgCl in 0.0200 mol dm3 aqueous
KCI? [Ans. 8.85 x 10~° mol dm 3]

3. What is the solubility of BaSO, (at 298 K) in (a) water and (b)
in 0.0150 mol dm 3 aqueous Na,SOy.
[4ns. (a) 1.03 x 1075 mol dm™>; (b) 7.13 x 10~ moldm™]

Worked example 6.5 illustrates the use of the common-ion
effect in gravimetric analysis; AgCl is always precipitated
from a solution containing a slight excess of a common
ion, ClI” or Ag", in the determination of silver or chloride
respectively.

Gravimetric analysis is a quantitative technique in which the
material under study is isolated as a precipitate.

6.11 Coordination complexes: an
introduction

Definitions and terminology

In this section we introduce some general principles concern-
ing the coordination of /igands to ions in aqueous solution.
These definitions and principles will be used again when we
discuss complex formation in detail later in the book. The



word ligand is derived from the Latin verb ‘/igare’ meaning
‘to bind’.

In a coordination complex, a central atom or ion is
coordinated by one or more molecules or ions (/igands) which
act as Lewis bases, forming coordinate bonds with the central
atom or ion; the latter acts as a Lewis acid. Atoms in the
ligands that are directly bonded to the central atom or ion are
donor atoms.

Examples of coordination complexes include those
involving d-block metal ions (e.g. [Co(NH;)s]*", 6.12) and
species with a central p-block element (e.g. [BF,] ", 6.13,
and H;3;B-THF, 6.14) (THF = tetrahydrofuran) although
6.14 is unstable with respect to hydrolysis in aqueous
solution. Equations 6.59-6.61 show the formation of these
coordination complexes.

In a complex:

e a line is used to denote the interaction between an
anionic ligand and the acceptor;

e an arrow is used to show the donation of an electron
pair from a neutral ligand to an acceptor.

2+ _

NH; F

HN (l: _NH; ]L
(o) —
e F

H;N ol T ™S NH, F \F

NH;

(6.12) (6.13)

o -~—

SN

H H H
(6.14)
[Co(H,0)¢]*" + 6NH; = [Co(NH;)e]*" +6H,O0  (6.59)
BF; + F~ = [BF,|” (6.60)
BH; + THF = H,B-THF (6.61)

When a Lewis base donates a pair of electrons to a Lewis
acid, a coordinate bond is formed and the resulting species is
an adduct. The centred dot in, for example, H;B-THF
indicates the formation of an adduct.

In [BF,]", the B—F bond formed in reaction 6.60 is
identical to the other three B—F bonds; all are 2¢c-2¢ covalent
bonds. In structures 6.12-6.14, the coordinate bond between
the central atom or ion and a neutral ligand is denoted by
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an arrow, but if the ligand is anionic, the coordinate bond
is indicated by a line. This convention is sometimes
ignored, for example, when the stereochemistry of the
coordination complex is illustrated; compare 6.12 with 6.15
which shows the octahedral environment of the Co(II)
centre.

2+
NH;
H3N I”///(|: w NH;

(]
N | YNH,
NH;

(6.15)

Investigating coordination complex
formation

The formation of complexes in aqueous solution may be
studied by a number of methods, of which testing the
modifications of chemical properties is only one, and a
somewhat unreliable one at that. A4/l reactions are
equilibria, and chemical tests are often only investigations
of relative values of equilibrium constants. For example,
in an aqueous solution of an Ag' salt saturated with
NH;, nearly all the Ag" is present as the complex
[Ag(NH;),]" (equation 6.62).

Ag"(aq) + 2NH;(aq) = [Ag(NH;),] " (aq) (6.62)
On adding a chloride-containing solution, no AgCl precipitate
is observed; however, the addition of an iodide-containing
solution results in the precipitation of silver iodide.
These observations can be rationalized as follows: Agl
(Kyp = 8.51 10~"7) is much less soluble in aqueous solution
than AgCl (Ky, = 1.77 x 10™'%). The fact that no AgCl is
precipitated means that the equilibrium constant for reaction
6.62 is sufficiently large that the AgCl formed is soluble in the
solution (i.e. very little uncomplexed Ag" is available for
combination with C17). On the other hand, the solubility
of Agl is so low that even the formation of a small amount
produces a precipitate.

Physical methods (e.g. electronic and vibrational spec-
troscopic, solubility or conductivity measurements) provide
more reliable information and, in some cases, allow the
determination of equilibrium constants for complex
formation.

Neutral complexes are usually only sparingly soluble in
water, but are often readily soluble in organic solvents. For
example, the red complex [Fe(acac);] (Figure 6.10) (Hacac is
the abbreviation for acetylacetone, the systematic name for
which is pentane-2,4-dione) can be extracted from aqueous
solution into benzene or chloroform, and the formation of
[Fe(acac)s] is used as a means of extracting Fe(IIl) from
aqueous solution. Pentane-2,4-dione is a [-diketone and
deprotonation gives [acac] , a (-diketonate (equation 6.63).
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(b)

(©

Fig. 6.10 (a) The structure of Hacac (see Table 6.7); (b) Fe(IIT) forms an octahedral complex with [acac]”; (c) the
structure of the coordination complex [Fe(acac)s], determined by X-ray diffraction [J. Iball ez al. (1967) Acta Crystallogr.,

vol. 23, p. 239]; colour code: Fe, green; C, grey; O, red.

The formation of [Fe(acac);] in aqueous solution involves
equilibria 6.63 and 6.64.

H H H
W b HO  —— ‘/,—_—\\\ + [H;0]*
ol o) o o
K,=1x10"  (6.63)
Fe'(aq) + 3[acac] (aq) = [Fe(acac)s)(aq)
K=1x10"  (6.64)

The amount of complex formed depends on the pH of the
solution. If the pH is too low, H ions compete with Fe**
ions for the ligand (i.e. the back reaction 6.63 competes
with the forward reaction 6.64). If the pH is too high,
Fe(Ill) is precipitated as Fe(OH); for which Ky, =
2.64 x 107, Thus, there is an optimum pH for the
extraction of Fe(IIl) from aqueous media using Hacac and
a given organic solvent (e.g. CHCI;). Although we have
defined ligands as being Lewis bases, most are also Brensted
bases, and accurate pH control is of great importance in
studies of complex formation. Solvent extraction is impor-
tant in the analytical and industrial separation of many
metals (see Box 6.3).

Solvent extraction involves the extraction of a substance
using a suitable solvent; in a two-phase solvent system, the
solute is extracted from one solvent into another, the
extracting solvent being chosen so that impurities remain in
the original solvent.

6.12 Stability constants of coordination
complexes

As we saw earlier, metal ions in aqueous solution are
hydrated; the aqua species may be denoted as M“*(aq)
where this often represents the hexaaqua ion [M(H,0)s**
Now consider the addition of a neutral ligand L to the
solution, and the formation of a series of complexes
[M(H,0)sL]", [M(H,O),L,J*"...[ML¢]*".  Equilibria
6.65-6.70 show the stepwise displacements of coordinated
H,O by L

[M(H,0)¢]™" (aq) + L(aq)
= [M(H,0)sL]""(aq) + H,O(1)  (6.65)
[M(H,0)sL]"" (aq) + L(aq)
= [M(H,0),L,]"" (aq) + H,O(l)  (6.66)
[M(H,0),L,]"" (aq) + L(aq)
= [M(H,0);L5]""(aq) + H,O()  (6.67)
[M(H,0);L5]"" (aq) + L(aq)
= [M(H,0),Ly""(aq) + H,O() ~ (6.68)
[M(H,0),L4]"" (aq) + L(aq)
= [M(H,0)Ls]""(aq) + H,O(1)  (6.69)
[M(H,0)Ls)"" (aq) + L(aq)
= [ML¢*"(aq) + H,O()  (6.70)

The equilibrium constant, K, for reaction 6.65 is given by
equation 6.71; [H,O] (strictly, the activity of H,O) is unity
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APPLICATIONS

Box 6.3 The use of solvent extraction in nuclear reprocessing

In Section 2.5, we discussed the production of energy by
nuclear fission, and the reprocessing of nuclear fuels. We
described how short-lived radioactive products decay
during pond storage, and how uranium is converted into
[UO,]INOs], and, finally, UF4. One of the complicating
factors in this process is that the fuel to be reprocessed con-
tains plutonium and fission products in addition to uranium.
Two different solvent extraction processes are needed to
effect separation.

Stage 1: separation of the fission products from
plutonium and uranium nitrates

The mixture to be separated contains [U02]2+ and Pu(IV)
nitrates, as well as metal ions such as 53Sr°". Kerosene is
added to the aqueous solution of metal salts, giving a two-
phase system (i.e. these solvents are immiscible). Tributyl
phosphate (TBP, a phosphate ester) is added to form com-
plexes with the uranium-containing and plutonium ions,
extracting them into the kerosene layer. The fission products
remain in the aqueous solution, and separation of the solvent
layers thus achieves separation of the fission products from
Pu- and U-containing species. Repeated extractions from
the aqueous layer by the same process increases the efficiency
of the separation.

(see Section 6.3) and does not appear in the expression
for K.

[M(H,0)sL""]

K= M,0) 7L

(6.71)

In the formation of a complex [MLg]*" from [M(H,0),]*",

each displacement of a coordinated water molecule by ligand
L has a characteristic stepwise stability constant, K, K,, K3,
Ky, K5 or Kg.

Alternatively, we may consider the overall formation of
[ML¢F* (equation 6.72); in order to distinguish stepwise
and overall stability constants, the symbol ( is generally
used for the latter. Equation 6.73 gives an expression for
B for [ML¢]"". We must refer to 3, and not just 3, because
overall stability constants for the products of each of reac-
tions 6.65-6.70 can also be defined (see problem 6.25 at
the end of the chapter).

[M(H,0)¢]"" (aq) + 6L(aq) = [ML]™" (aq) + 6H,O(1)
(6.72)
[ML¢™"]

%o = MH,0)7 L

(6.73)

I
P S N

N and

Tributyl phosphate (TBP)

Stage 2: separation of plutonium and uranium
nitrates

The kerosene fraction is now subjected to a second solvent
extraction. Addition of iron(Il) sulfamate, Fe(NH,SOs),,
and shaking of the kerosene fraction with water, results in
the formation of plutonium(III) nitrate which is partitioned
into the aqueous layer. [UO,][NOs], resists reduction, is com-
plexed by TBP and remains in the organic layer. Separation of
the two solvent fractions thus separates the uranium and
plutonium salts; repeated extractions result in a highly efficient
separation. The extraction of [UO,][NOs], from kerosene
back into an aqueous phase can be achieved by adding
nitric acid; under these conditions, the uranium—TBP complex
dissociates and [UO,][NO;], returns to the aqueous layer.

Values of K and § are related. For equilibrium 6.72, 3¢ can
be expressed in terms of the six stepwise stability constants
according to equations 6.74.

/86:K1XK2XK3XK4XK5XK6

or

(6.74)
log Bs = log K| + log K, + log K3

+log K4 + log K5 + log K

Self-study exercise

Write expressions for each of K;, K,, K3, K4, K5 and K for
equilibria 6.65-6.70, and then show that 35 = K| x K, x K3 x
Ky x K5 x K.

For the formation of a complex [ML,]*" from [M(H,0),,]""
and ligand L, the overall stability constant 3, is given by the
expression:

ML, "]

bn = N(H,0), LT
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Worked example 6.6 Formation of
[Ni(H;0)6 - (NH3),J**

Results of a pH study using a glass electrode (in 2mM NH4;NO;3
aqueous solution) give values of the stepwise stability
constants (at 303 K) of [Ni(H,0), ,_Y(NH3)X]2+ (x =1-6) as:
log K7 = 2.79; log K, = 2.26; log K5 = 1.69; log K, = 1.25;
log K5 = 0.74; log Kg = 0.03. Calculate (a) 3¢ for
[Ni(NH3)6]2+ and (b) AG°{(303K). (¢) If the value of
AH°;(303K) = —16.8kJmol ', calculate AS°;(303K).
(R =8314JK 'mol™)
(a) ﬂ6:K1XK2XK3XK4XK5XK6

log By = log K| + log K, + log K;

+log K4 + log K5 + log K
log B =2.79 +2.26 + 1.69 + 1.25 4+ 0.74 + 0.03

=8.76
B = 5.75 x 108

(b) AG°;(303K) refers to the stepwise formation of
[Ni(H,0)s(NH;))*".

AG°,(303K) = — RT'InK,
=— (8314 x 107 x 303)In 10*”
= —16.2kJmol ™’

(C) AGOI = AHOI — TASOI

AH®| — AG°
A o _ 1 1
S° — 7
—16.8 — (—16.2)
AS°(303K) = ——
S°1(303K) 303

— 198 x 10 kIK "mol '

— _1.98JK 'mol '

Self-study exercises

These questions refer to [Ni(H,0)s_.(NH;3),|>" (x = 1-6), with
data quoted at 303 K.

1. Determine AG°,(303 K) if log K, = 2.26.
[Ans. —13.1kJ mol '

2. 1f  AS°(303K) = —1.98JK 'mol™',  confirm that
AH®(303K) = —16.8kJ mol ', given that log K; = 2.79.

3. Given the values log K; = 2.79, log K, = 2.26 and log K5 =
1.69, use the appropriate value to determine AG°(303K) for
the equilibrium:

[Ni(H,0)4(NH3),]*" + NH; = [Ni(H,0)3(NH;);]*" + H,0
[Ans. —9.80kJ mol ']

Determination of stability constants

For a given aqueous solution containing known concen-
trations of a metal ion M*" and ligand L, it may have been
found that only ome coordination complex of known
formula is present in solution. If this is the case, then the
stability constant for this complex can be obtained directly
from a determination of the concentration of uncomplexed
M"*, L or complexed M“t in that solution. Such deter-
minations can be made by polarographic or potentiometric
measurements (if a suitable reversible electrode exists),
by pH measurements (if the ligand is the conjugate base
of a weak acid), or by ion-exchange, spectrophotometric
(i.e. observation of electronic spectra and use of the Beer—
Lambert Law), NMR spectroscopic or distribution
methods.

Trends in stepwise stability constants

Figure 6.11 shows that for the formation of the complex ions
[Al(HQO)é,xe](3 ~9* (x = 1-6), the stepwise stability con-
stants become smaller as more F~ ligands are introduced;
a similar trend is also observed in the formation of
[Ni(H,0)s_(NH;),]*" (x = 1-6) in worked example 6.6.
This decrease in values of K is typical of many systems;
however, the trend is not always as smooth as in Figure
6.11. (Stability constants are discussed further in Section
20.10.)

Thermodynamic considerations of complex
formation: an introduction

A detailed discussion of the thermodynamics of complex
formation in aqueous solution lies beyond the scope of
this book, but we discuss briefly entropy changes that
accompany the formation of coordination compounds in
solution, and the so-called chelate effect. In Chapter 20,
we look further at the thermodynamics of complex
formation.

We saw in Section 6.9 that highly charged ions have more
negative values of Ay 4S® than singly charged ions, and this
can be viewed in terms of the highly charged ions imposing
more order on H,O molecules in the environment of the

S AT
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Fig. 6.11 Stepwise stability constants for the formation of
[AI(H,0) FJ* " (x = 1-6).
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ion. When complex formation occurs between highly
charged cations and anions, with a resulting partial or
total cancellation of charges, the changes in enthalpy for
these processes are significantly negative. However, the
accompanying changes in entropy are significantly positive
because less order is imposed on the H,O molecules
around the complex ion than around the uncomplexed,
metal cations and anionic ligands. The corresponding
values of AG® are, therefore, substantially negative
indicating that very stable complexes are formed. For
example, AS°(298 K) for reaction 6.75 is +117 JK ™" mol ™"
and AG°(298K) is —60.5kJ mol~'; the ligand in equation
6.75 is [EDTAJ*".T

o 0 —
“0,C CO,”
k ) o o
N y AN
Ca**(aq) + OI“"Ca‘QN
o” | SN
N ;2 |
0 (0]
“0,C CO,~ L Io) ]
[EDTAJ*
(6.75)

Another source of increase in entropy is important: when we
are dealing with comparable uncharged ligands (e.g. NH;
and H,NCH,CH,NH,), polydentate ligands form more
stable complexes than monodentate ones.

The number of donor atoms through which a ligand
coordinates to a metal ion is defined as the denticity of the
ligand; a monodentate ligand possesses one donor atom
(e.g. NHj3), a didentate’ ligand two (e.g. [acac] ) and so
on. In general, a ligand with more than one donor atom is
termed polydentate.

Coordination of a polydentate ligand to an ion leads to
the formation of a chelate ring, and five such rings can be
seen in [Ca(EDTA)]*™ in equation 6.75. The word chelate
is derived from the Greek for a crab’s claw. Table 6.7 lists
some common ligands; en, [ox]*~ and bpy form 5-membered
chelate rings on coordination to a metal ion, whereas
coordination of [acac]” gives a 6-membered ring (Figure
6.10). Both 5- and 6-membered chelate rings are common
in metal complexes. Each ring is characterized by a bite
angle, i.e. the X—M-Y angle where X and Y are the two

"In the solid state, the complex formed between Ca** and [EDTA]*"
is cation-dependent and is 7- or 8-coordinate; the additional
coordination sites are occupied by H,O, and similarly in
[Mg(EDTA)(H,0)".

# The use of ‘didentate’ is currently recommended by the [IUPAC in place
of the previously recommended ‘bidentate’.

donor atoms of the chelating ligand (structure 6.16). Ring-
strain causes the formation of 3- and 4-membered rings to
be relatively unfavourable.

X Bite angle
Ml‘l+

Y

(6.16)

The 6-membered ring formed when [acac] ™ chelates to a
metal ion (Figure 6.10) is planar and is stabilized by
delocalized 7-bonding. Ligands such as bpy and [ox]*~ also
produce planar chelate rings upon interaction with a metal
centre. A saturated diamine such as en (6.17) is more flexible
and adopts a puckered ring as is shown in Figure 6.12 for a
general [M(en);]"" complex. Adding one more carbon atom
to the backbone of the ligand en gives 1,3-propanediamine

(pn, 6.18).
7

H,N NH, H,N NH,
1,2-ethanediamine 1,3-propanediamine
(en) (pn)
(6.17) (6.18)

For flexible, saturated N-donor ligands of this type,
experimental data reveal that small metal ions favour ligands
that form 6-membered chelate rings, whereas larger metal
ions favour ligands that give 5-membered chelate rings. A
general conclusion that ‘5-membered rings are more stable
than 6-membered chelate rings’ is often cited in textbooks.
However, this statement needs to be qualified, taking into
account the size of the metal ion. The enhanced complex
stability observed when a small metal ion resides within a
6-membered rather than a 5-membered chelate ring (the
ligand being a saturated one such as a diamine) has been
explained in terms of a model in which the metal ion replaces
an sp° hybridized C atom in cyclohexane. For this
replacement to be optimized, the bite angle (6.16) should
be close to 109.5° (i.e. the angle for a tetrahedral C atom),
and the M—N bond length should be 160pm. When
diamines coordinate to larger metal ions (e.g. Pb*", Fe?",
Co’"), the most stable complexes tend to be those involving
ligands that form S5-membered chelate rings. The ideal
parameters are a bite angle of 69° and an M—N bond
length of 250 pm.”

We now compare the stability of complexes formed
between a given metal ion and related monodentate and
didentate ligands, and address the so-called chelate effect.
In order to make meaningful comparisons, it is important
to choose appropriate ligands. An NH; molecule is an

*For more detailed discussion, see: R.D. Hancock (1992) Journal of
Chemical Education, vol. 69, p. 615 — ‘Chelate ring size and metal ion
selection’.
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Table 6.7 Names and structures of selected ligands.

Name of ligand Abbreviation Denticity Structure with donor atoms
(if any) marked in red

Water Monodentate o o “~

H H
Ammonia Monodentate P N “

H™ \ H

H
Tetrahydrofuran THF Monodentate O
o
Pyridine py Monodentate / ’
N

;-

1 ,2-Ethanediaminei en Didentate
H,N NH,

Dimethylsulfoxide DMSO Monodentate Me
S

|

\ S
or I
(6] 6}

Oxalate or ethanedioate ion [ox] Didentate

M
-
Acetylacetonate ion [acac]™ Didentate W
O ©
> 0 0
_ Oj iO _

2,2'-Bipyridine bpy or bipy Didentate — —
/ \
\ J N\ _/
1,10-Phenanthroline phen Didentate
—N N=—
1 ,4,7-Triazaheptanei dien Tridentate /—\ /—\
H,N N NH,

1,4,7,10-Tetraazadecane* trien Tetradentate /—\ /—\ /—\
H,N N N N

H Ha

T

N,N,N',N'-Ethylenediaminetetraacetate ion” [EDTA]‘F Hexadentate See equation 6.75

“The older names (still in use) for 1,2-ethanediamine, 1,4,7-triazaheptane and 1,4,7,10-tetraazadecane are ethylenediamine, diethylenetriamine and
triethylenetetramine.
*Although not systematic by the IUPAC rules, this is the commonly accepted name for this anion.
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Fig. 6.12 This modelled structure of a complex [M(en);]"*
illustrates that the ligand en coordinates to give a puckered
chelate ring. Colour code: M, green; N, blue; C, grey.

approximate (but not perfect) model for half of the ligand
en. Equations 6.76-6.78 show equilibria for the displacement
of pairs of NHj; ligands in [Ni(HzO)é,zn(NH3)2n]2+ m=1,2
or 3) by en ligands. The log K and AG° values refer to the
equilibria at 298 K.

[Ni(H,0)4(NH3),)** (aq) + en(aq)
= [Ni(H,0)4(en)]*" (aq) + 2NH;(aq)

logK =241  AG°=—13.7kImol™"  (6.76)
[Ni(H,0),(NH; )4]** (aq) + 2en(aq)
= [Ni(H,0),(en),|** (aq) + 4NH; (aq)
logK=572  AG°=-32.6kImol™"  (6.77)

[Ni(NH;)¢]** (aq) + 3en(aq) = [Ni(en);]** (aq) + 6NH;(aq)

logK=927  AG°=-529kJmol™"  (6.78)
For each ligand displacement, AG® is negative and these data
(or the values of log K) illustrate that the formation of each
chelated complex is thermodynamically more favourable
than the formation of the corresponding ammine complex.
This phenomenon is called the chelate effect and is a general

observation.

For a given metal ion, the thermodynamic stability of a
chelated complex involving didentate or polydentate ligands
is greater than that of a complex containing a corresponding
number of comparable monodentate ligands. This is called
the chelate effect.

The value of AG® for a reaction such as 6.78 gives a
measure of the chelate effect and from the equation

AG° = AH®° — TAS”

we can see that the relative signs and magnitudes of
the contributing AH° and TAS® terms are critical.” For
reaction 6.78 at 298 K, AH° = —16.8kJmol™" and AS° =
+121JK "mol™'; the TAS® term is +36.1 kJmol~'. Thus,
both the negative AH® and positive TAS® terms contribute
to the overall negative value of AG°. In this particular
case, the TAS° term is larger than the AH° term. However,
the mutual reinforcement of these two terms is not a general
observation as the following examples illustrate. For reac-
tion 6.79, AG°(298K)=—8.2kJmol~'. This favourable
energy term arises from entropy and enthalpy contributions
of TAS°=-88kJK 'mol™' and AH° = —17.0kJmol ',
i.e. a favourable enthalpy term that more than compensates
for the unfavourable entropy term.

Na*(aq) + L(aq) = [NaL]*(aq) (6.79)
where
L= / N/ N/ N/ \/ \

Me — O (6] (6] (6] (6] O—Me

In reaction 6.80, the enthalpy term is unfavourable, but is
outweighed by a very favourable entropy term: at 298 K,
AH° = +13.8kJmol ™', AS® = +218JK 'mol ™!, TAS® =
+65.0kJmol ™' and AG = —51.2kJ mol .
Mg** (aq) + [EDTAJ*" = [Mg(EDTA)]*" (aq) (6.80)

In order to examine the origins of the enthalpy and
entropy contributions, we again consider reaction 6.78. It
has been suggested that the enthalpy contribution to the
chelate effect arises from several effects:

e a reduction in the electrostatic repulsion between the 6~
donor atoms (or negatively charged donor atoms in the
case of some ligands) on going from two monodentate
ligands to one didentate ligand;

e desolvation effects involving the disruption of ligand--
H,O hydrogen-bonded interactions upon complex
formation — such hydrogen-bonded interactions will be
greater for, for example, NH; than for en;

e an inductive effect of the CH,CH, bridges in didentate or
polydentate ligands which increases the donor strength of
the ligand with respect to a corresponding monodentate
ligand, e.g. en versus NHj.

The entropy contribution to the chelate effect is easier
to visualize. In equations 6.81 and 6.82, two comparable
reactions are shown.

 For more in-depth discussions of the chelate and macrocyclic effects,
see: M. Gerloch and E.C. Constable (1994) Transition Metal Chemistry:
The Valence Shell in d-Block Chemistry, VCH, Weinheim (Chapter 8);
J. Burgess (1999) [lons in Solution: Basic Principles of Chemical
Interaction, 2nd edn, Horwood Publishing, Westergate; L.F. Lindoy
(1989) The Chemistry of Macrocyclic Ligand Complexes, Cambridge
University Press, Cambridge (Chapter 6); A.E. Martell, R.D. Hancock
and R.J. Motekaitis (1994) Coordination Chemistry Reviews, vol. 133,
p- 39.
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[Ni(H,0)¢*" (aq) + 6NH;(aq)

7 complex ions/molecules

= [Ni(NH;)4)*" (aq) + 6H,0(1) (6.81)
7 complex ions/molecules
[Ni(NH;)** (aq) + 3en(aq)
4 complex ions/molecules
= [Ni(en);])*" (aq) + 6NH;(aq) (6.82)

7 complex ions/molecules

In reaction 6.81, monodentate ligands are involved on both
sides of the equation, and there is no change in the number
of molecules or complex ions on going from reactants to
products. However, in reaction 6.82 which involves didentate
ligands replacing monodentate ligands, the number of
species in solution increases on going from reactants to
products and there is a corresponding increase in entropy
(AS is positive). Another way of looking at the entropy
effect is illustrated in diagram 6.19. In forming a chelate
ring, the probability of the metal ion attaching to the
second donor atom is high because the ligand is already
anchored to the metal centre. In contrast, the probability
of the metal ion associating with a second monodentate
ligand is much lower.

NH, NH,
H,N H,N

o __ HN NH
N N\ /
M M M+
(6.19)

2

Entropy effects associated with desolvation of the ligands
prior to complex formation also play a role.

So far, we have considered only the coordination of
monodentate or acyclic polydentate ligands. A wealth of
coordination chemistry involves macrocyclic ligands (see
Section 10.8), which include the family of crown ethers
(for example, 18-crown-6, 6.20, and benzo-12-crown-4,
6.21), and the encapsulating cryptand ligands (see Figure

10.7).
7

L )
o

(6.21)

Complex stability is enhanced when a macrocyclic ligand
replaces a comparable acyclic (open-chain) ligand. For

example, values of logK; for complexes 6.22 and 6.23
are 23.9 and 28.0 respectively, revealing the far greater
thermodynamic stability of the macrocyclic complex.

~

2+

I
/N =z
NS
o
5N
/T
J

{
&
=
[
\
T
i

(6.22) (6.23)

It is not easy to generalize about the origins of the
macrocyclic effect. In considering comparable open- and
closed-chain complexes such as 6.22 and 6.23, entropy
factors tend, in most cases, to favour the formation of the
macrocyclic complex. However, the enthalpy term does
not always favour the macrocyclic complex, although the
value of AG® (i.e. the ultimate arbiter) always favours
the formation of the macrocycle. We shall consider the
formation of macrocyclic compounds further in Chapter 10.

6.13 Factors affecting the stabilities of
complexes containing only
monodentate ligands

Although there is no single generalization relating values of
stability constants of complexes of different cations with
the same ligand, a number of useful correlations exist, and
in this section we explore some of the most important of
them.

lonic size and charge

The stabilities of complexes of the non-d-block metal ions of
a given charge normally decrease with increasing cation size
(the ‘size’ of the ion is in a crystallographic sense). Thus, for a
complex with a given ligand, L, the order of stability is
Ca®" > Sr*" > Ba®". Similar behaviour is found for the
lanthanoid M*" ions.

For ions of similar size, the stability of a complex with a
specified ligand increases substantially as the ionic charge
increases, e.g. Lit < Mg”™ < AP™.

For a metal with two (or more) oxidation states, the
more highly charged ion is the smaller; the effects of
size and charge reinforce each other, leading to greater
stability for complexes involving the higher oxidation state
metal ion.
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Hard and soft metal centres and ligands

When we consider the acceptor properties of metal ions
towards ligands (i.e. Lewis acid—Lewis base interactions),
two classes of metal ion can be identified, although the
distinction between them is not clear-cut. Consider equilibria
6.83 and 6.84.

Fe*'(aq) + X (aq) = [FeX]*"(aq) (6.83)
Hg’* (aq) + X~ (aq) = [HgX]" (aq) (6.84)
Table 6.8 gives stability constants for the complexes [FeX]**

and [HgX]" for different halide ions; while the stabilities of
the Fe*™ complexes decrease in the order F~ > Cl~ > Br~,
those of the Hg’' complexes increase in the order
F~ < CI” <Br” <I. More generally, in examinations of
stability constants by Ahrland, Chatt and Davies, and by
Schwarzenbach, the same sequence as for Fe’™ was observed
for the lighter s- and p-block cations, other early d-block
metal cations, and lanthanoid and actinoid metal cations.
These cations were collectively termed class (a) cations. The
same sequence as for Hg®" complexes was observed for
halide complexes of the later d-block metal ions, tellurium,
polonium and thallium. These ions were collectively called
class (b) cations. Similar patterns were found for other donor
atoms: ligands with O- and N-donors form more stable
complexes with class (a) cations, while those with S- and
P-donors form more stable complexes with class (b) cations.

In an important development of these generalizations by
Pearson, cations (Lewis acids) and ligands (Lewis bases)
were classed as being either ‘hard’ or ‘soft’. The principle of
hard and soft acids and bases (HSAB) is used to rationalize
observed patterns in complex stability. In aqueous solution,
complexes formed between class (a), or hard, metal ions and
ligands containing particular donor atoms exhibit trends in
stabilities as follows:

F>Cl>Br>1
O>S>Se>Te
N>P>As>Sb

In contrast, trends in stabilities for complexes formed
between class (b), or soft, metal ions and ligands containing
these donor atoms are:

F<Cl<Br<lI
O« S>Se~Te
N<«P>As>Sb

Table 6.8 illustrated these trends for halide ions with Fe*™ (a
hard metal ion) and Hg*" (a soft metal ion):
F CI” Br~ I~

Hard Soft

Similarly, ligands with hard N- or O-donor atoms form more
stable complexes with light s- and p-block metal cations (e.g.
Na®, Mg*", AI’"), early d-block metal cations (e.g. Sc*™,

Table 6.8 Stability constants for the formation of Fe(IIT) and
Hg(I) halides [FeX]**(aq) and [HgX]" (aq); see equations 6.83
and 6.84.

Metal ion log K;

X=F X=C X=Br X-=I
Fe''(aq) 6.0 1.4 0.5 -
Hg*"(aq) 1.0 6.7 8.9 12.9

Cr’*, Fe*") and f-block metal ions (e.g. Ce*", Th*"). On
the other hand, ligands with soft P- or S-donors show a
preference for heavier p-block metal ions (e.g. TI'") and
later d-block metal ions (e.g. Cu®, Ag®, Hg*").

Pearson’s classification of hard and soft acids comes from
a consideration of a series of donor atoms placed in order of
electronegativity:

F>O>N>CI>Br>C~I~S>Se>P>As>Sb

A hard acid is one that forms the most stable complexes with
ligands containing donor atoms from the left-hand end of the
series. The reverse is true for a soft acid. This classification
gives rise to the hard and soft acids listed in Table 6.9. A
number of metal ions are classed as ‘borderline’ because
they do not show preferences for ligands with particular
donor atoms.

The terms ‘hard’ and ‘soft’ acids arise from a description
of the polarizabilities (see Section 5.13) of the metal ions.
Hard acids (Table 6.9) are typically either small monocations
with a relatively high charge density or are highly charged,
again with a high charge density. These ions are not very
polarizable and show a preference for donor atoms that
are also not very polarizable, e.g. F~. Such ligands are
called hard bases. Soft acids tend to be large monocations
with a low charge density, e.g. Ag", and are very polarizable.
They prefer to form coordinate bonds with donor atoms that
are also highly polarizable, e.g. I". Such ligands are called
soft bases. Table 6.9 lists a range of hard and soft ligands.
Note the relationships between the classifications of the
ligands and the relative electronegativities of the donor
atoms in the series above.

Hard acids (hard metal cations) form more stable complexes
with hard bases (hard ligands), while soft acids (soft metal
cations) show a preference for soft bases (soft ligands).

The HSAB principle is qualitatively useful, but lacks a
satisfactory quantitative basis. Pearson has pointed out
that the hard-hard or soft-soft matching of acid and base
represents a stabilization that is additional to other factors
that contribute to the strength of the bonds between donor
and acceptor. These factors include the sizes of the cation
and donor atom, their charges, their electronegativities and
the orbital overlap between them. There is another problem.
Complex formation usually involves ligand substitution. In



188

Chapter 6 o Acids, bases and ions in aqueous solution

Table 6.9 Selected hard and soft metal centres (Lewis acids) and ligands (Lewis bases) and those that exhibit intermediate
behaviour. Ligand abbreviations are defined in Table 6.7; R = alkyl and Ar = aryl.

Ligands (Lewis bases)

Hard; class (a)

F~, CI", H,0, ROH, R,0, [OH] ", [RO]", [RCO,]",

[COsT*, [NO;]™, [PO,I™, [SO.*, [ClO4] ™, [ox]*,

NH;, RNH,
Soft; class (b)

I",H, R, [CN] (C-bound), CO (C-bound), RNC,

RSH, R,S, [RS]", [SCN]~ (S-bound), R;P, R;As,

R;Sb, alkenes, arenes

Intermediate
[SOs1*

Br™, [N3]", py, [SCN]" (N-bound), ArNH,, [NO,]",

Metal centres (Lewis acids)

Lit, Na*, KT, Rb*, Be*", Mg**, Ca**, St**, Sn*™,
Mn2+ Zn2+ A13+ Ga3+ In3+ SC3+ Cr3+ Fe3+ CO3+
Y3, Th*, putt, Ti*, Ze**, [VOP*', [VO,]*

Zero oxidation state metal centres, TI", Cu™, Ag", Au™,
[Hel*", He™", Cd*, Pd*, PEF, T

Pb2+, F62+, C02+, Ni2+, Cu2+, OSZ+’ Ru3+, Rh3+, Ir3+

aqueous solution, for example, ligands displace H,O and this
is a competitive rather than simple combination reaction
(equilibrium 6.85).

[M(H,0))*" (aq) + 6L(aq) = [ML¢]** (aq) + 6H,O(])
(6.85)

Suppose M*" is a hard acid. It is already associated with
hard H,O ligands, i.e. there is a favourable hard-hard
interaction. If L is a soft base, ligand substitution will not
be favourable. If L is a hard base, there are several competing
interactions to consider:

e aquated L possesses hard—hard L—OH, interactions;
aquated M*" possesses hard-hard M>" —OH, interactions;
the product complex will possess hard-hard M*"—L
interactions.

Overall, it is observed that such reactions lead to only
moderately stable complexes, and values of AH° for
complex formation are close to zero.

Now consider the case where M*" in equation 6.85 is a soft
acid. The competing interactions will be:

e aquated L possesses hard—hard L—OH, interactions;

e aquated M*" possesses soft-hard M>* —OH, interactions;

e the product complex will possess soft-soft M*"—L
interactions.

In this case, experimental data indicate that stable complexes
are formed with values of AH* for complex formation being
large and negative.

Glossary

The following terms were introduced in this chapter.
Do you know what they mean?

U self-ionization

0 self-ionization constant of water, K,

U Broensted acid

oooo0o00o0o00O0O0O0O0O0O0O0ODO0OO0OO0OO0OO0OO0ODOOO

O

I

Bronsted base

conjugate acid and base pair

molality (as distinct from molarity)
standard state of a solute in solution
activity

acid dissociation constant, K,

base dissociation constant, Kj,

mono-, di- and polybasic acids

stepwise dissociation (of an acid or base)
Bell’s rule

Lewis base

Lewis acid

ion—dipole interaction

hydration shell (of an ion)

hexaaqua ion

hydrolysis (of a hydrated cation)

use of the prefix p, ps ...

polarization of a bond

charge density of an ion

amphoteric

‘diagonal line’ in the periodic table
saturated solution

solubility (of an ionic solid)

sparingly soluble

solubility product

standard enthalpy (or Gibbs energy, or entropy) of
hydration

standard enthalpy (or Gibbs energy, or entropy) of
solution

common-ion effect

gravimetric analysis

solvent extraction

stepwise stability constant (of a complex)
overall stability constant (of a complex)
ligand

denticity (of a ligand)

chelate

chelate effect

macrocyclic effect

hard and soft cations (acids) and ligands (bases)



You should be able to give equations to relate the
following quantities:

pH and [H;07]

K, and pK,

pK, and pkK,

Ka and Kb

AG® and K

AG°, AH® and AS°

I I N W

Further reading

H,O: structure

A.F. Goncharov, V.V. Struzhkin, M.S. Somayazulu, R.J.
Hemley and H.K. Mao (1996) Science, vol. 273, p. 218 —
An article entitled ‘Compression of ice at 210 gigapascals:
Infrared evidence for a symmetric hydrogen-bonded
phase’.

A.F. Wells (1984) Structural Inorganic Chemistry, 5th edn,
Clarendon Press, Oxford — Chapter 15 includes a description
of the various polymorphs of ice and illustrates the phase
diagram of H,O.

R. Ludwig (2001) Angewandte Chemie, International Edition in
English, vol. 40, p. 1808 — A review of recent work on the
structures of ice and water.

Acid-base equilibria: review material

C.E. Housecroft and E.C. Constable (2002) Chemistry, 2nd edn,
Prentice Hall, Harlow — Chapter 15 includes acid-base
equilibria in aqueous solutions, and reviews calculations
involving pH, pK, and pKj.

lons in aqueous solution

J. Burgess (1978) Metal Ions in Solution, Ellis Horwood,
Chichester — A thorough treatment of most aspects of metal
ions in both aqueous and non-aqueous media.

J. Burgess (1999) Ions in Solution: Basic Principles of Chemical
Interaction, 2nd edn, Horwood Publishing, Westergate — A

Problems

6.1 The values of pK,(1) and pK,(2) for chromic acid
(H,CrO,) are 0.74 and 6.49 respectively. (a) Determine
values of K, for each dissociation step. (b) Write equations
to represent the dissociation steps of chromic acid in
aqueous solution.

6.2 Four pK, values (1.0, 2.0, 7.0, 9.0) are tabulated for the
acid H4P,0O5. Write equations to show the dissociation
steps in aqueous solution and assign, with reasoning, a pK,
value to each step.

6.3 The values of pK, for CH;CO,H and CF;CO,H are
4.75 and 0.23, both of which are very nearly
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very readable introduction to the chemistry of ions in aqueous
solution.

W.E. Dasent (1984) Inorganic Energetics, 2nd edn, Cambridge
University Press, Cambridge — Chapter 5 discusses in detail
the energetics of salt dissolution in aqueous solution.

D.A. Johnson (1982) Some Thermodynamic Aspects of Inorganic
Chemistry, 2nd edn, Cambridge University Press, Cambridge
— Contains a useful discussion of the solubility of ionic salts in
aqueous solution.

Y. Marcus (1985) Ion Solvation, Wiley, New York — A detailed
and thorough account of this subject.

A.G. Sharpe (1990) Journal of Chemical Education, vol. 67,
p- 309 — A short review of the solvation of halide ions and
its chemical significance.

E.B. Smith (1982) Basic Chemical Thermodynamics, 3rd edn,
Clarendon Press, Oxford — Chapter 7 introduces the concept
of activity in a very understandable fashion.

Stability constants

H.M.N.H. Irving (1994) ‘Stability constants and their
determination’ in Encyclopedia of Inorganic Chemistry, ed.
R.B. King, Wiley, Chichester, vol. 7, p. 3907 — A good
account of stability constants at a level somewhat above the
coverage in this book.

A.E. Martell and R.J. Motekaitis (1988) Determination and Use
of Stability Constants, VCH, New York — A detailed account
of the experimental methods for the determination of stability
constants, and an overview of their applications.

Chemical Society Special Publication no. 17 (1964) Stability
Constants, and Special Publication no. 25 (1971) Stability
Constants Supplement No. 1 — A useful source of data, but
the uncritical inclusion of data from many different sources
means the user must be cautious.

Hardness and softness

R.G. Pearson (1997) Chemical Hardness, Wiley-VCH,
Weinheim — By the originator of the theory of chemical
hardness, this book provides an account of its applications
in chemistry.

R.D. Hancock and A.E. Martell (1995) Advances in Inorganic
Chemistry, vol. 42, p. 89 — A discussion of the implications
of HSAB for metal ions in biology.

independent of temperature. Suggest reasons for this
difference.

6.4 (a) To what equilibria do the values of pK, (1) = 10.71 and
pK,(2) = 7.56 for the conjugate acid of H,NCH,CH,NH,
refer? (b) Calculate the corresponding values of pK;, and
write equations to show the equilibria to which these
values refer.

6.5 (a) Write equations to show how you expect compounds
6.24 to 6.28 to dissociate in aqueous solution. (b) Suggest
how compound 6.29 will react with NaOH in aqueous
solution. What salts would it be possible to isolate?
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6.6

6.7

6.8

6.9

6.10

6.11

6.12

6.13

6.14
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0 0 0
I I |
I I AR
Ho” \ Son  wO” |\ Tom s7 \ “om
H OH OH
624) (6.25) (6.26)
0 0
| OH |s|
s 0 0
07 \ o 7 mN |\ o
OH I 0
(6.27) o (6.28)

HO,C—\ / \ /—COMH

7
HO,C —/ \___ / \_—~COH

N N
(6.29)

In aqueous solution, boric acid behaves as a weak acid
(pK, = 9.1) and the following equilibrium is
established:

B(OH);(aq) + 2H,0(1) = [B(OH)4] " (aq) + [H;0]" (aq)

(a) Draw the structures of B(OH); and [B(OH),] . (b) How
would you classify the acidic behaviour of B(OH);3? (¢) The
formula of boric acid may also be written as H;BOs;
compare the acidic behaviour of this acid with that of
H;PO;.

When NaCN dissolves in water, the resulting solution is
basic. Account for this observation given that pK, for
HCN is 9.31.

Write equations to illustrate the amphoteric behaviour of
[HCO;]™ in aqueous solution.

Which of the following oxides are likely to be acidic,
basic or amphoteric in aqueous solution: (a) MgO;

(b) SnO; (c) COy; (d) P,0s; (€) SbyO3; (f) SO; (g) ALOs;
(h) BeO?

Explain what is meant by the terms (a) saturated solution;
(b) solubility; (c) sparingly soluble salt; (d) solubility
product (solubility constant).

Write down expressions for K, for the following ionic
salts: (a) AgCl; (b) CaCOs; (c) CaF,.

Using your answers to problem 6.11, write down
expressions for the solubility (in moldm ™) of (a) AgCl,
(b) CaCOj; and (c) CaF; in terms of K.

Calculate the solubility of BaSO,4 at 298 K in g per 100 g of
water given that Ky, = 1.07 x 10710,

Outline the changes that occur (a) to the salt, and (b) to the
water molecules, when solid NaF dissolves in water. How
do these changes affect (qualitatively) the entropy of the
system?

6.15

6.16

6.17

6.18

6.19

6.20

6.21

6.22

6.23

6.24

6.25

6.26

(a) Using standard reduction potentials from Appendix 11,
determine values of A;G°(K",aq) and A;G°(F~,aq).

(b) Hence, find Ay, G°(KF,s) at 298 K, if

A¢G°(KF,s) = —537.8kJ mol~!. (¢) What does the value
for Ay,;G°(KF,s) imply about the solubility of KF in
water?

Using data from Appendix 11, and the value for the
standard Gibbs energy of formation for PbS of
—99 kJmol™!, determine a value for K, for this salt.

(a) Discuss the factors that contribute towards KCl being
a readily soluble salt (35 g per 100 g H,O at 298 K).

(b) Develop your answer to part (a) by using the following
data: Ay H°(K",g) = —330kJ mol ™!

ApyaH(Cl™,g) = =370 kI mol

Ajaice H (KCLs) = —715kI mol "

Potassium chromate is used as an indicator in titrations for
the determination of chloride ion. At the end point of a
titration of an aqueous solution of a metal chloride salt
(e.g. NaCl) against silver nitrate solution in the presence of
potassium chromate, red Ag,CrO, precipitates. Give
equations for the pertinent reactions occurring during the
titration, and, using relevant data from Table 6.4, explain
how the indicator works.

The formation of a buffer solution is an example of the
common-ion effect. Explain how a buffer works with
reference to a solution containing acetic acid and sodium
acetate.

Calculate the solubility (in g per 100 g H,O) of AgBr
(K =535 % 10713) (a) in aqueous solution and (b) in
0.5M KBr solution.

Discuss the interpretation of the observation that
magnesium oxide is more soluble in aqueous magnesium
chloride than in pure water.

Soda-water is made by saturating H,O with CO,. If one
titrates soda-water with alkali using phenolphthalein as
indicator, one obtains a fading end-point. What does this
suggest?

What explanation can you offer for the decrease in
solubility of the alkaline earth metal sulfates in the
sequence CaSO,4 > SrSO, > BaSO,?

Construct a thermochemical cycle for the decomposition
of the phosphonium halides according to the equation:

PH,X(s) = PH;(g) + HX(g)

and use it to account for the fact that the most stable
phosphonium halide is the iodide.

(a) Give expressions to define the stepwise stability constants
for equilibria 6.66 and 6.68. (b) For each of the complex ions
formed in steps 6.66 and 6.68, gives expressions to define the
overall stability constants, 3, and (;.

A pH study using a glass electrode at 303 K for

complex formation between AI*" ions and [acac]™ (Table
6.7) in aqueous solution gives values of log K, log K, and
log K5 as 8.6, 7.9 and 5.8. (a) To what equilibria do these
values refer? (b) Determine values for AG®;(303 K),



AG3(303K) and AG3(303 K) and comment on the relative
ease with which successive ligand displacement reactions
occur.

6.27 How many chelate rings are present in each of the
following complexes? Assume that all the donor atoms
are involved in coordination. (a) [Cu(trien)]*";

(b) [Fe(0x)3]"; (¢) [Ru(bpy)s]**; (d) [Co(dien),]* ;
(e) [K(18-crown-6)]".

Overview problems

6.28 Comment on the following observations.

(a) In its complexes, Co(III) forms strong bonds to O- and
N-donor ligands, moderately strong bonds to P-donor
ligands, but only weak bonds to As-donor ligands.

(b) The values of log K for the reaction:

Zn**(aq) + X~ = [ZnX]"(aq)

are 0.7 for X=F, —0.2 for X=Cl, —0.6 for X =Br,
and —1.3 for X=1.

(c) Phosphine adducts of Cr(I1I) halides can be prepared,
but crystallographic studies reveal very long Cr—P
bonds (e.g. 247 pm).

6.29 Suggest reasons for the following observations.

(a) Although Pd(II) complexes with monodentate
O-donor ligands are not as plentiful as those with P-,
S- and As-donor ligands, Pd(II) forms many stable
complexes with didentate O,0'-donor ligands.

(b) EDTA*" forms very stable complexes with first row d-
block metal ions M*" (e.g. log K = 18.62 for the
complex with Ni**); where the M** ion is accessible,
complexes between M>* and EDTA*™ are more stable
than between the corresponding M>" and EDTA*"
(e.g. log K for the complex with Cr** is 13.6, and for
Crit is 23.4).

6.30 (a) Explain why water is described as being amphoteric.
(b) Draw the structures of the conjugate acid of each of the

following:
OH 2+
ON ‘ X H,O "1, |:‘e\\\\\\\ OH,
LT = 0,0% | on,
0 0 N
OH,

(c) The value of K,(298 K) for Ag,CrOy is 1.12 x 1072,
What mass of Ag,CrO, dissolves in 100 g of water?
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6.31 (a) Comment on the fact that, of the group 1 cations, Li™
is the most strongly solvated in aqueous solution, even
though the first coordination shell only contains four
H,O molecules compared with six for each of the later
members of the group.

(b) Suggest how ligand 6.30 coordinates to Ru*" in the
6-coordinate complex [Ru(6.30)2]2+. How many
chelate rings are formed in the complex?

(6.30)

(¢) For [Au(CN),]", the stability constant K ~ 10* at
298 K. Write an equation that describes the process to
which this constant refers, and calculate AG°(298 K)
for the process. Comment on the magnitude of the
value you obtain. This cyanide complex is used in the
extraction of gold from its ore using the reactions:

4Au + 8[CN]™ 4+ O, + 2H,0
— 4[Au(CN),]” +4[OH]"
2[Au(CN),]” + Zn — [Zn(CN)4]*~ +2Au

What processes are taking place in this extraction
process?

6.32 Iron overloadis a medical condition where the body cannot
cope with abnormally high levels of iron in the system.
Chelation therapy by administering desferrioxamine, 6.31,
is used to treat the problem. Suggest the origin of the name
chelation therapy. What form should the iron be in for the
therapy to be most effective? Suggest how the therapy
works using compound 6.31; donor sites in the ligand are
marked with red arrows and the OH groups can be

deprotonated.
g
O
H
N
NH, N
|
OH o ’
1} =OH
|
Me T N
=0
(6.31)



Chapter

Reduction and oxidation

TOPICS

B Redox reactions and oxidation states (an
overview)

B Reduction potentials and Gibbs energy

Disproportionation

B Potential diagrams

7.1 Introduction

This chapter is concerned with equilibria involving oxidation
and reduction processes. Firstly, we review concepts that will
be familiar to most readers: definitions of oxidation and reduc-
tion, and the use of oxidation states (oxidation numbers).

Oxidation and reduction

The terms oxidation and reduction are applied in a number
of different ways, and one must be prepared to be versatile
in their uses.

Oxidation refers to gaining oxygen, losing hydrogen or losing
one or more electrons. Reduction refers to losing oxygen,
gaining hydrogen or gaining one or more electrons.

Oxidation and reduction steps complement one another,
e.g. in reaction 7.1, magnesium is oxidized, while oxygen is
reduced. Magnesium acts as the reducing agent or reductant,
while O, acts as the oxidizing agent or oxidant.

Mg+ 0, —= 2MgO (7.1)
oxidation
reduction

This reaction could be written in terms of the two half-
reactions 7.2 and 7.3, but it is important to remember that

neither reaction occurs in isolation.
Mg — Mgt +2e~  oxidation (7.2)

0, + 4~ — 207" reduction (7.3)

Redox is an abbreviation for reduction—oxidation.

B Frost-Ebsworth diagrams

B The effect of complex formation or precipitation
on M*"/M reduction potentials

B Applications of redox reactions to industrial
processes

In an electrolytic cell, the passage of an electrical current
initiates a redox reaction, e.g. in the Downs process (see
Section 8.12 and Figure 10.1) for the manufacture of Na
and Cl, (equation 7.4).

Na® +¢” — Na }

7.4
ClIm — %Clz +e ( )

In a galvanic cell, a spontaneous redox reaction occurs and
generates an electrical current (see Section 7.2).

Many reactions are more complicated than those shown
above, and interpreting them in terms of oxidation and
reduction steps requires care. The assignment of oxidation
states (or oxidation numbers) facilitates this process.

Oxidation states

Oxidation states can be assigned to each atom of an element in
a compound but are a formalism. We assume that readers of
this book are already familiar with this concept, but practice
is given in problems 7.1 and 7.2 at the end of the chapter.
The oxidation state of an element is taken to be zero, irrespec-
tive of whether the element exists as atoms (e.g. Ne), molecules
(e.g. O,, P,) or an infinite lattice (e.g. Si). In addition, in the
assignment of oxidation states to elements in a compound,
any homonuclear bond is ignored. For example, in H,O,, 7.1,
the oxidation state of each O atom is —1.

(7.1)
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High-resistance

/ voltmeter
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Salt bridge

Aqueous
copper(Il) sulfate —— L
solution

|

4 Electr.ically.
conducting wire
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foil

Aqueous
zinc(II) sulfate
solution

Fig. 7.1 A representation of the Daniell cell. In the left-hand cell, Cu*" ions are reduced to copper metal, and in the right-hand
cell, zinc metal is oxidized to Zn®" ions. The cell diagram is written as: Zn(s)|Zn*" (aq):Cu** (aq) | Cu(s).

An oxidation process is accompanied by an increase in the
oxidation state of the element involved; conversely, a decrease
in the oxidation state corresponds to a reduction step.

In reaction 7.5, the oxidation state of Clin HCl is —1, and in
Cl, is 0; the change indicates an oxidation step. In KMnOy,,
the oxidation state of Mn is +7, while in MnCl, it is +2,
i.e. [MnO,]™ is reduced to Mn*".

reduction

16HClI(conc) + 2KMnOQy(s)

—= 5Cly(g) + 2KCl(aq) + 2MnCl,(aq) + 8H,O() (7.5)

oxidation

The net change in oxidation states involved in the oxidation
and reduction steps in a given reaction must balance. In
reaction 7.5:

e the net change in oxidation state for Mn =2 x (—5) =
—10;

e the net change in oxidation state for Cl =10 x (+1) =
+10.

Although in some formulae, fractional oxidation states
might be suggested, the IUPAC" recommends that such
usage be avoided; e.g. in [O,] 7, it is preferable to consider
the group as a whole than to assign an oxidation state of
—1 to each O atom.

The net change in oxidation states for the oxidation and
reduction steps in a given reaction must balance.

TIUPAC: Nomenclature of Inorganic Chemistry (Recommendations
1990), ed. G.J. Leigh, Blackwell Scientific Publications, Oxford, p. 47.

Stock nomenclature

Although we write the oxidation state of Mn in [MnOy4|™ as
+7, this must not be taken to imply the presence of an Mn’"
ion (which, on electrostatic grounds, would be extremely
unlikely). Stock nomenclature uses Roman numerals to
indicate oxidation state, e.g.:

[MnOy,]™ tetraoxomanganate(VII)
[I04] tetraoxoiodate(VII)
[BrO;]~ trioxobromate(V)
[CIF,] tetrafluorochlorate(I1T)
[Co(H,0)s]*" hexaaquacobalt(Il)

This gives the oxidation state of the central atom without
implying the presence of discrete, highly charged ions.

7.2 Standard reduction potentials, E°,
and relationships between E°, AG°
and K

Half-cells and galvanic cells

One type of simple electrochemical half-cell consists of a
metal strip dipping into a solution of its ions, e.g. a Cu
strip immersed in an aqueous solution of a Cu(Il) salt. No
chemical reaction occurs in such a half-cell, although an
equation describing the half-cell refers (by convention) to
the appropriate reduction process (equation 7.6). The
reaction is written as an equilibrium.

Cu’"(aq) +2¢~ = Cu(s) (7.6)

When two such half-cells are combined in an electrical cir-
cuit, a redox reaction occurs if there is a potential difference
between the half-cells. This is illustrated in Figure 7.1 by the
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Daniell cell, in which a Cu*"/Cu half-cell (equation 7.6) is
combined with a Zn>"/Zn half-cell (equation 7.7).

Zn*" (aq) +2¢~ = Zn(s) (7.7)

The two solutions in the Daniell cell are connected by a salt-
bridge (e.g. gelatine containing aqueous KCI or KNOs),
which allows the passage of ions between the half-cells with-
out allowing the Cu(Il) and Zn(II) solutions to mix too
quickly. When the Daniell cell is assembled, redox reaction
7.8 occurs spontaneously.

Zn(s) + Cu*"(aq) — Zn*"(aq) + Cu(s) (7.8)

The Daniell cell is an example of a galvanic cell; in this type
of electrochemical cell, electrical work is done by the system.
The potential difference, E;, between the two half-cells can
be measured (in volts, V) on a voltmeter in the circuit (Figure
7.1) and the value of E_ is related to the change in Gibbs
energy for the cell reaction. Equation 7.9 gives this relation-
ship under standard conditions, where E°. is the standard
cell potential.

AGO = —ZFEoceH (79)

where F = Faraday constant = 96485 Cmol~'; z = number
of moles of electrons transferred per mole of reaction; AG® is
in Jmol™'; E°. is in volts.

Standard conditions for an electrochemical cell are defined
as follows:

e unit activity for each component in the cell (for dilute
solutions, activity is approximated to concentration, see
Section 6.3);
the pressure of any gaseous component is 1 bar (10° Pa);’
a solid component is in its standard state;
the temperature is 298 K.

The equilibrium constant, K, for the cell reaction is related
to AG® by equation 7.10, and to E°.; by equation 7.11.

AG®° =—RTInK

ZFE° o
RT

where R = 8.314JK " mol™".
For a cell reaction that is thermodynamically favourable:

(7.10)

InK = (7.11)

o E°.y is positive;
e AG° is negative;
o K>1.

For z =1, a value of E°,; = 0.6V corresponds to a value
of AG° ~ —60kJmol™' and K ~ 10" at 298K, i.e. this
indicates a thermodynamically favourable cell reaction, one
that will tend towards completion.

"The standard pressure is given in some tables of data as 1atm
(101 300 Pa), but at the level of accuracy of most tables, this makes no
difference to the values of E°.

Worked example 7.1 The Daniell cell

The standard cell potential (at 298 K) for the Daniell cell is
1.10 V. Calculate the corresponding values of AG°® and K
and comment on the thermodynamic viability of the cell reac-
tion:

Zn(s) + Cu*' (aq) — Zn*" (aq) + Cu(s)
(F =96485Cmol '; R = 8.314 x 10 *kJK "mol ™)
The equation needed is:
AG®° = —zFE°
and z is 2 for the cell reaction:
Zn(s) + Cu’" (aq) — Zn*" (aq) + Cu(s)
AG®° = — zFE°
=—-2x96485x 1.10
= —2122671]J per mole of reaction

~ —212kJ per mole of reaction

K — AG® —212

~ RT 298 x8314x1073
InK = 85.6
K =145x 107

The large negative value of AG° and a value of K which is
>1 correspond to a thermodynamically favourable reaction,
one which virtually goes to completion.

Self-study exercises

1. For the Daniell cell, log K = 37.2. Calculate AG”° for the cell.
[Ans: —212kJ mol ']

2. The value of AG® for the Daniell cell is —212kJ mol !.
Calculate E° . [Ans: 1.10 V)

3. At 298 K, E°, for the Daniell cell is 1.10 V. Determine the
equilibrium ratio [Cu®"|/[Zn*].
[Ans. 6.9 x 107%]

It is possible to obtain values for E°. experimentally,
although it is usual in the laboratory to work with solutions
of concentrations <1 mol dm_3, and thus measure values of
E. (rather than standard cell potentials). Such values are
dependent on solution concentration (strictly, activity), and
E.y and E°.y are related by the Nernst equation (see
equation 7.2]).:E

! For an introduction to galvanic cells and the Nernst equation see: C.E.
Housecroft and E.C. Constable (2002) Chemistry, 2nd edn, Prentice
Hall, Harlow, Chapter 17; for a more detailed discussion, see: P.
Atkins and J. de Paula (2002) Atkins’ Physical Chemistry, 7th edn,
Oxford University Press, Oxford, Chapter 10.
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It is also possible to calculate E° . (and the corresponding
value of AG®) using values of standard reduction potentials
for half-cells, and this is the more routine method of
evaluating the thermodynamic viability of redox reactions.

Defining and using standard reduction
potentials, E°

Tabulated values of standard reduction potentials, E°, refer to
single electrodes. For example, for the half-cell reaction 7.6,
the value of E°¢p+ ), = +0.34 V. However, it is impossible
to measure the potential of an individual electrode and the
universal practice is to express all such potentials relative
to that of the standard hydrogen electrode. The latter consists
of a platinum wire immersed in a solution of H' ions at a
concentration of Imoldm™ (strictly, unit activity) in
equilibrium with H, at 1 bar pressure (equation 7.12). This
electrode is taken to have a standard reduction potential
E° =0V at all temperatures.

2H"(aq, 1 moldm?) 4+ 2¢~ = H,(g, 1 bar) (7.12)

Having defined this half-cell, it is now possible to combine it
with another half-cell, measure E°.y, and, thus, to find E°
for the second half-cell. In order to obtain the correct sign
(by convention) for the half-cell, equation 7.13 must be
applied.

E° cell — [EO reduction process} - [EO oxidation process] (7 1 3)

For example, if Zn metal is placed into dilute acid, H, is
evolved. Thus, when the standard hydrogen electrode is
connected in a galvanic cell with a Zn>'/Zn electrode,
reaction 7.14 is the spontaneous cell process.

Zn(s) + 2H " (aq) — Zn*"(aq) + H,(g) (7.14)

The oxidation process is Zn going to Zn>", and the reduction
process involves H' ions being converted to H,. For this
cell, the measured value of E°.y; is 0.76V, and, thus,
EOan+/Zn = —0.76V (equation 7.15). Note that no sign
need be included with E_; because it is always positive for
the spontaneous reaction.

E° el = E%on 1, — E° 7004 20
076 = 0 - EOZnZ\ /Zn

E°an+/Zn =-0.76V (7.15)

Selected values of standard reduction potentials are listed
in Table 7.1 (see also Appendix 11). Most of these values
have been obtained directly from potential difference meas-
urements, but a few values have been calculated from data
obtained by calorimetric methods. This latter technique is
for systems that cannot be investigated in aqueous media
because of solvent decomposition (e.g. F,/2F7) or for
which equilibrium is established only very slowly, such that
the electrode is non-reversible (e.g. O,, 4H" /2H,0). Table

7.1 is organized such that the half-cell with the most positive
E° is at the bottom of the table. The most powerful oxidizing
agent among the oxidized species in Table 7.1 is F», i.e. F, is
readily reduced to F~ ions. Conversely, at the top of the
table, Li is the most powerful reducing agent, i.e. Li is readily
oxidized to Li™.

The calculated value E° = +1.23V for the O,, 4H"/2H,0
electrode implies that electrolysis of water using this applied
potential difference at pH 0 should be possible. Even with a
platinum electrode, however, no O, is produced. The
minimum potential for O, evolution to occur is about
1.8 V. The excess potential required (=0.6V) is the over-
potential of O, on platinum. For electrolytic production of
H, at a Pt electrode, there is no overpotential. For other
metals as electrodes, overpotentials are observed, e.g. 0.8 V
for Hg. In general, the overpotential depends on the gas
evolved, the electrode material and the current density. It
may be thought of as the activation energy for conversion
of the species discharged at the electrode into that liberated
from the electrolytic cell, and an example is given in
worked example 16.3. Some metals do not liberate H,
from water or acids because of the overpotential of H, on
them.

Worked example 7.2 Using standard reduction
potentials to calculate E°

The following two half-reactions correspond to two half-cells

that are combined to form an electrochemical cell:

[MnO,] (aq) + 8H " (aq) + 5¢~ = Mn’"(aq) + 4H,0(1)

Fe''(aq) + e = Fe*'(aq)

(a) What is the spontaneous cell reaction? (b) Calculate E° .

(a) First, look up values of E° for the half-reactions.

Fe'"(aq) + ¢~ = Fe’"(aq) E° = +0.77V

[MnO4] ™ (aq) + 8H" (aq) + 5S¢~ = Mn’" (aq) 4+ 4H,0(l)
E°=+151V

The relative values show that, in aqueous solution under
standard conditions, [MnQOy4] ™ is a more powerful oxidizing
agent than Fe’'. The spontancous cell reaction is
therefore:

[MnO,]” (aq) + 8H" (aq) + 5Fe™* (aq)
— Mn*"(aq) + 4H,0(1) + 5Fe*" (aq)

(b) The cell potential difference is the difference between the
standard reduction potentials of the two half-cells:

Eocell = [Eoreduction process] - [Eooxidationprocess}
= (+1.51) — (+0.77)
=0.74V
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Table 7.1

Selected standard reduction potentials (at 298 K); further data are listed in

Appendix 11. The concentration of each substance in aqueous solution is 1 moldm >
and the pressure of a gaseous component is 1bar (10° Pa). Note that where the half-
cell contains [OH]", the value of E° refers to [OH ] = I moldm >, and the notation

E°on-1—1 should be used (see Box 7.1).

Reduction half-equation

Lit(aq) +e = Li(s)
K'(aq) +¢ = K(3
Ca’'(aq) +2¢~ = Ca(s)
Na®(aq) +e~ = Naf(s)
Mg** (aq) +2¢” = Mg(s)
Al (aq) 4+ 3¢~ = Al(s)
Mn**(aq) + 2¢~ = Mn(s)
Zn*"(aq) +2e” = Zn(s)
(aq) +2¢~ = Fe(s)
(aq) + ¢~ = Cr**(aq)
Fe’'(aq) + 3¢~ = Fe(s)

F 2+
Cr3+

2H"(aq, 1 mol dm™) +2e¢~ = Hy(g, 1 bar)

Cu’"(aq) + ¢ = Cu'(aq)

AgCl(s) + e~ = Ag(s) + Cl (aq)
Cu’"(aq) 4+ 2¢~ = Cu(s)
[Fe(CN)[* (aq) +¢~ = [Fe(CN)J*" (aq)
O,(g) + 2H,0(1) + 4¢~ = 4[OH] (aq)
I,(aq) +2¢~ = 21" (aq)

Fe'(aq) + e~ = Fe’'(aq)

Ag'(aq) +e = Ag(s)

[Fe(bpy)s]** (aq) + ¢~ = [Fe(bpy)s]** (aq) *

Br,(aq) +2¢~ = 2Br (aq)

[Fe(phen)s]** (aq) + ¢~ = [Fe(phen);]** (aq) *

0,(g) +4H" (aq) + 4e~ = 2H,0(1)

[Cr,0,]* (aq) + 14H™ (aq) + 6e~ = 2Cr’* (aq) + 7TH,0(1)

Cly(aq) +2¢~ = 2Cl (aq)

[MnO,] ™ (aq) + 8H (aq) + 5S¢~ = Mn*"(aq) 4 4H,0(1)

Co’"(aq) + ¢~ = Co*'(aq)
[$05)° (aq) +2¢~ = 2[SO,)*" (aq)
F,(aq) +2¢~ = 2F (aq)

E° or
E°ou-1-1/V

—3.04
-2.93
—2.87
—-2.71
—2.37
—1.66
-1.19
—0.76
—0.44
—0.41
—0.04
0
+0.15
+0.22
+0.34
+0.36
+0.40
+0.54
+0.77
+0.80
+1.03
+1.09
+1.12
+1.23
+1.33
+1.36
+1.51
+1.92
+2.01
+2.87

fbpy = 2,2'-bipyridine; phen = 1,10-phenanthroline (see Table 6.7)

Self-study exercises

For these exercises, refer to Appendix 11 for data.

1. The following two half-cells are combined:

Zn*" (aq) +2¢” = Zn(s)

Ag'(aq) +e = Ag(s)

Calculate E°.y, and state whether the spontaneous reaction
reduces Ag "', or oxidizes Ag. |Ans. 1.56 V]
2. For the following cell reaction,

2[S,05] + 1, — [S404]* + 21

write down the two half-cells, and hence determine E° ;.
|Ans. 0.46 V]
3. What is the spontaneous reaction if the following two half-cells
are combined?

I (aq) +2¢” = 2I" (aq)
[MnO,] ™ (aq) + 8H " (aq) + 5e~ = Mn*" (aq) + 4H,0(1)

Determine a value of E°,, for the overall reaction.
[Ans. 0.97 V]

4. Write down the two half-cell reactions that combine to give the
following overall reaction:

Mg(s) + 2H" (aq) — Mg’" (aq) + H,(g)

Calculate a value of E°,, for this reaction. [Ans. 2.37V]

Although a positive value of E° . indicates a spontaneous
process, it is more revealing to consider the corresponding
value of AG® (equation 7.9). The latter takes into account
the number of electrons transferred during the reaction, as
well as the magnitude and sign of the cell potential. For
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CHEMICAL AND THEORETICAL BACKGROUND

Box 7.1 Notation for standard reduction potentials

In an electrochemical cell under standard conditions, the
concentration of each substance in aqueous solution is
1 moldm . Thus, in Table 7.1, each half-cell listed contains
the specified solution species at a concentration of
Imoldm 2. This leads to the reduction of O, being
represented by two half-reactions, depending upon the cell
conditions:
0,(g) +4H" (aq) + 4e~ = 2H,0(l)

E° = +1.23V when [H'] = I moldm~*, i.e. pH = 0
0,(g) + 2H,0(1) + 4~ = 4[OH] (aq)

E° = +0.40 V when [OH ] = 1 moldm ™, i.e. pH = 14

example, to investigate the reaction between Fe and aqueous
Cl,, we consider redox couples 7.16-7.18.

Fe’'(aq) +2¢~ = Fe(s) E°=—-044V  (7.16)
Fe*"(aq) 4+ 3¢~ = Fe(s) E° = —0.04V (7.17)
Cly(aq) +2¢~ = 2C1"(aq) E°=+136V  (7.18)

These data indicate that either reaction 7.19 or 7.20 may
occur.

Fe(s) + Cly(aq) = Fe’'(aq) 4+ 2C1 (aq)

E° =180V (7.19)
2Fe(s) 4 3Cly(aq) = 2Fe*" (aq) + 6C1™ (aq)
Eoce“ = 14OV (720)

The value of E° is positive for both reactions, and from
their relative magnitudes, it might be thought that reaction
7.19 is favoured over reaction 7.20. Caution is needed: the
true state of affairs is evident only by comparing values of
AG°. For reaction 7.19 (where z = 2), AG® = —347k]J per
mole of reaction, while for reaction 7.20 (z=0),
AG°® = —810kJ per mole of reaction. Per mole of Fe, the
values of AG®° are —347 and —405kJ, revealing that
reaction 7.20 is thermodynamically favoured over reaction
7.19. This example shows how important it is to consider
changes in Gibbs energy, rather than simply the cell
potentials.

Dependence of reduction potentials on cell
conditions

The discussion above centred on standard reduction poten-
tials (see Box 7.1). However, laboratory experiments
seldom occur under standard cell conditions, and a change
in conditions can cause a significant change in the ability
of a reagent to act as a reducing or oxidizing agent.
Consider a Zn*"/Zn half-cell (at 298 K) in which [Zn*"] =
0.10 mol dm73, i.e. non-standard conditions. The Nernst

Similar situations arise for other species in which the value
of the electrode potential is pH-dependent. For clarity,
therefore, we have adopted the following notation: for half-
cells for which the electrode potential is pH-dependent,
E° refers to [H'] =1 mol dm™* (pH = 0); for other pH
values, the concentration of [H]™ or [OH]™ is specifically
stated, for example, Ejy+)—o.1 OF Ejon-)—0.0s- For the case of
[OH ] = Imoldm™, this refers to standard conditions,
and the notation used is E°op-1—;-

equation (equation 7.21) shows how the reduction potential
varies with the concentrations of the species present.

£ {BT (i ol )

+
zF [oxidized form)] (7.21)

Nernst equation

where R=molar gas constant=8.314JK 'mol™!; 7=
temperature in K; F = Faraday constant =96485Cmol ';
z=number of electrons transferred.

Application of the Nernst equation to the Zn>"/Zn
half-cell (E° = —0.76V) gives E = —0.79V for [Zn*"] =
0.10moldm ™ (equation 7.22); the concentration (strictly,
activity) of Zn metal is taken to be unity. The more negative
value of E, corresponding to a more positive value of AG,
signifies that it is more difficult to reduce Zn>" at the lower
concentration.

o[ o 2)

8.314 x 298 1
=076 { 2% 96485 (l“m)}

=079V (7.22)

Now consider the effect of pH (pH = —log [H"]) on the
oxidizing ability of [MnOy4]™ in aqueous solution at 298 K.
The crucial factor is that half-reaction 7.23 contains H' ions.

[MnO,] ™ (aq) + 8H" (aq) + ¢~ = Mn*"(aq) + 4H,O(1)
E°=+151V  (7.23)

 The Nernst equation can also be written in the form:

E:E"f{%xan}

where Q (the quotient in equation 7.21) is the reaction quotient.



198 Chapter 7 e Reduction and oxidation

By applying the Nernst equation, we write equation 7.24,
remembering that the concentration (strictly, activity) of
H,O is, by convention, unity.

8.314 x 298
EZI'SI_{mX

<ln%)} (7.24)

In equation 7.24, E = E° when [H']=1moldm™>, and
[Mn?*]=[MnO,]” = 1 moldm>. As [H"] increases (i.e. the
pH of the solution is lowered), the value of E becomes
more positive. The fact that the oxidizing power of
[MnOy]~ is lower in dilute acid than in concentrated acid
explains why, for example, [MnO,]” will not oxidize Cl” in
neutral solution, but liberates Cl, from concentrated HCI.

Worked example 7.3 pH dependence of a reduction
potential

Given that E° for:
[MnO,] (aq) + 8H" (aq) + 5¢~ = Mn*" (aq) + 4H,0(1)

is +1.51V, calculate the reduction potential, E, in a solution of
pH 2.5 and in which the ratio [Mn>']:[MnO,4]~ =1:100.

First, determine [H "] in a solution of pH 2.5:
pH = —log[H"]
HT] =10 =102 =32 x 10 moldm*

Now apply the Nernst equation:

s {5 (msnor i)}

8.314 x 298 ( 1 >}
X n
5% 96485 100 x (3.2 x 1073)®

=+1.51 - {

=+130V

Self-study exercises

These questions all refer to the redox couple in the worked
example.

1. Show that E = +125V when pH=3.0 and the ratio
[Mn*]:[MnO,4]~ =1:100.

2. For a ratio IMn”I :[MnOy4]™ =1000:1, what must the pH of
the solution be to give a value of £ =+1.45V?
|Ans. 0.26]

3. For a ratio [Mn”]:[MnO“]*:l:lOO, determine E in a
solution of pH 1.8.
|Ans. 1.36 V]

The potentials for the reduction of water ([H]=
107" moldm ) to H,, and for the reduction of O, to H,O
(the reverse of the oxidation of H,O to O,) are of particular

significance in aqueous solution chemistry. They provide
general guidance (subject to the limitations of thermo-
dynamic versus kinetic control) concerning the nature of
chemical species that can exist under aqueous conditions.
For reduction process 7.25, E° = 0V (by definition).

2H"(aq, 1 moldm™) + 2¢~ = H,(g, 1 bar) (7.25)

If the pressure of H, is maintained at 1 bar, application of
the Nernst equation (equation 7.21) allows us to calculate £
over a range of values of [H']. For neutral water (pH 7),
Ejyij—107 = —0.41V, and at pH 14, E°onj-1 = —0.83V.
Whether or not the water (pH 7) or molar aqueous alkali
(pH 14) is reduced by a species present in solution depends
upon the reduction potential of that species relative to that
of the 2H" /H, couple. Bear in mind that we might be consid-
ering the reduction of H,O to H, as a competitive process
which could occur in preference to the desired reduction.
The potential of —0.83V for the 2H"/H, electrode in
molar alkali is of limited importance in isolation. Many
M /M systems that should reduce water under these condi-
tions are prevented from doing so by the formation of a
coating of hydroxide or hydrated oxide. Others, which are
less powerfully reducing, bring about reduction because
they are modified by complex formation. An example is
the formation of [Zn(OH),)*~ in alkaline solution (equation
7.26). The value of E° = —0.76V for the Zn*"/Zn half-cell
(Table 7.1) applies only to hydrated Zn>* ions. When they

are in the form of the stable hydroxo complex
[Zn(OH)4*", E°jon-j=1 = —1.20V (equation 7.27).
Zn*" (aq) + 4[OH] " (aq) —= [Zn(OH)4]*" (aq) (7.26)
[Zn(OH)4]*" (aq) + 2~ = Zn(s) + 4[OH] (aq)

E°op-j—1 = —1.20V (7.27)

Now consider the reduction of O, to H,O, or the oxidation
of H,O to O,, by a species present in the cell. Equation 7.28
gives the relevant half-reaction.

0,(g) +4H" (aq) + 4~ = 2H,0(1) E° = +1.23V (7.28)

For a 1bar pressure of O, at 298 K, applying the Nernst
equation shows that the half-cell potential becomes
+0.82V in neutral water, and +0.40 V in molar aqueous
alkali. So, from a thermodynamic standpoint, O, in the
presence of water should oxidize any system with a reduction
potential less positive than +1.23V at pH 0 (.e.
[H" = 1 mol dm™?), +0.82V at pH 7 and +0.40V at pH
14. Conversely, any system with a half-cell potential more
positive than +1.23 V should, at pH 0, oxidize water to O,
and so on.

We cannot emphasize enough that care has to be taken
when considering such processes. Just as the half-cell poten-
tials of the reduction processes considered above vary with
experimental conditions, so too do the reduction potentials
of other electrodes. It is essential to bear this in mind when
using tables of E° values which are only appropriate under
standard conditions.
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Worked example 7.4 Oxidation of Cr** ions in O,-free,

acidic, aqueous solution

Explain why an acidic, aqueous solution of Cr*" ions liberates
H, from solution (assume standard conditions). What will be
the effect of raising the pH of the solution?

First, write down the half-reactions that are relevant to the
question:
Cr’*(aq) +e” = Cr’"(aq)
2H"(aq) +2¢~ = Ha(g)

E°=-041V
E° =0V
The following redox reaction will occur:
2Cr** (aq) + 2H (aq) — 2Cr** (aq) + Hy(g)
In order to check its thermodynamic feasibility, calculate
AG°.
E%n =0 — (—0.41) = 0.41V
At 298 K:
AG° = —zFE°,
= —(2x96485 x 0.41)

= —79.1 x 10°J per mole of reaction
= —79.1kJ per mole of reaction

Thus, the reaction is thermodynamically favourable, indicat-
ing that aqueous Cr>" ions are not stable in acidic (1 m),
aqueous solution. [Note: In fact, this reaction is affected by
kinetic factors and is quite slow.]

Raising the pH of the solution lowers the concentration of
H" ions. Let us (arbitrarily) consider a value of pH 3.0 with
the ratio [Cr*"]:[Cr*"] remaining equal to 1. The 2H" /H,
electrode now has a new reduction potential.

(5 (o)

Lo [8314x28 (1
B 2 x 96485 (1 x1073)?

=-0.18V

Now we must consider the following combination of
half-cells, taking Cr’"/Cr*" still to be under standard
conditions:

Cr’*(aq) +e = Cr*'(aq)
2H*(aq) +2e~ = H,(g)
Eee = (—0.18) — (—0.41) = 0.23 V
At 298 K:
AG = — zFE

= —(2 x 96485 x 0.23)

E°=-041V
E=-018V

= —44.4 x 10’ J per mole of reaction

= —44.4k]J per mole of reaction

Thus, although the reaction still has a negative value of AG,
the increase in pH has made the oxidation of Cr*" less
thermodynamically favourable.

[Note: pH plays another important role: at pH values only
a few units above zero, precipitation of hydroxides (particu-
larly of Cr*") will occur.]

Self-study exercises

1. Calculate E for the reduction of H to H, at pH 2.0. Why is this
not E°? [Ans. —0.12V]

2. For the half-cell: O, + 4H" + 4e” = 2H,0
E° = +1.23 V. Derive a relationship to show how E depends on
pH at 298K and P(O,) = 1bar. Hence show that at pH 14,
E=+041V.

3. Calculate AG(298 K) for the reaction:
2Cr** (aq) + 2H" (aq) = 2Cr** (aq) + Hy(g)

in a solution at pH 2.5 and in which |Cr2+|:

[Cr**]=1moldm >, (E°¢ps jcp2e = —0.41V.)
[Ans. —50.2kJ mol ']

7.3 The effect of complex formation or
precipitation on M?*/M reduction
potentials

In the previous section, we saw that, in the presence of
[OH] ", the potential for the reduction of Zn** to Znis signif-
icantly different from that of hydrated Zn>*. In this section,
we extend this discussion, and discuss how metal ions can be
stabilized with respect to reduction by the formation of a
precipitate or coordination complex.

Half-cells involving silver halides

Under standard conditions, Ag" ions are reduced to Ag
(equation 7.29), but if the concentration of Ag" is lowered,
application of the Nernst equation shows that the reduction
potential becomes less positive (i.e. AG is less negative).
Consequently, reduction of Ag" to Ag becomes less easy.
In other words, Ag" has been stabilized with respect to
reduction (see problem 7.10 at the end of the chapter).

Ag'(aq) +e” = Ag(s) E°=+4080V (7.29)

AG°® = —77.2kJ per mole of Ag

In practice, a lower concentration of Ag’ ions can be
achieved by dilution of the aqueous solution, but it can
also be brought about by removal of Ag" ions from solution
by the formation of a stable complex or by precipitation of a
sparingly soluble salt (see Section 6.9). Consider the forma-
tion of AgCl (equation 7.30) for which Ky, = 1.77 x 10719,
AG° can be found using equation 7.10.
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APPLICATIONS

Box 7.2 Reference electrodes

Equation 7.31 shows the reduction reaction that occurs in
the silver chloride/silver electrode, which is written in the
form Cl (aq)|AgCl|Ag (each vertical bar denotes a phase
boundary). This is an example of a half-cell which is
constructed by coating a wire of metal M with a solid salt
(MX) and immersing this electrode in an aqueous solution
containing X~ ions; [X ] at unit activity ~1 mol dm™? for
the standard electrode.

Ag wire coated in AgCI(s)

+——— Aqueous solution containing 1 mol dm™ CI-

s«— Porous plug

This electrode (E° = +40.222V) is used as a reference
electrode, being much more convenient to handle in the
laboratory than the standard hydrogen electrode; an
electrode that requires a cylinder of H, at 1 bar pressure is
not ideal for routine experimental work! Other reduction

AgCl(s) = Ag"(aq) + CI" (aq)
AG°® = +55.6kJ per mole of AgClI

(7.30)

Reduction of Ag(I) when it is in the form of solid AgCl
occurs according to reaction 7.31, and the relationship
between equilibria 7.29-7.31 allows us to find, by difference,
AG® for reaction 7.31. This leads to a value of E° = +0.22V
for this half-cell (see Box 7.2).

AgCl(s) + e~ = Ag(s) + Cl (aq)
AG®° = —21.6kJ per mole of AgCl

The difference in values of E° for half-reactions 7.29 and 7.31
indicates that it is less easy to reduce Ag(I) in the form of
solid AgCl than as hydrated Ag".

Silver iodide (K, = 8.51 x 10~} is less soluble than AgCl
in aqueous solution, and so reduction of Ag(I) in the form of
solid Agl is thermodynamically less favourable than reduc-
tion of AgCl (see problem 7.11 at the end of the chapter).
However, Agl is much more soluble in aqueous KI than
AgCl is in aqueous KCI solution. The species present in
the iodide solution is the complex [Agl;]*~, the overall
stability constant (see Section 6.12) for which is ~10'
(equation 7.32). Following a similar procedure to that
detailed above, we can use this value to determine that the

(7.31)

potentials may be quoted with respect to the silver chloride/
silver electrode, and this effectively gives a scale of relative
values on which the standard reduction potential for the
reference electrode is set to 0 V.

Another reference electrode which is constructed in a simi-
lar manner is the calomel electrode, 2C1"™ (aq) |Hg,Cl, |2Hg.
The half-cell reaction is:

Hg,Cly(s) +2e¢~ = 2Hg(1) + 2Cl (aq) E° = +0.268V

The E° value refers to standard conditions. If the calomel
electrode is constructed using 1M KCI solution, the cell
potential, E,is +0.273 V at 298 K. In a saturated calomel elec-
trode (SCE), the Hg,Cl,/Hg couple is in contact with a satu-
rated aqueous solution of KCI and for this cell at 298 K,
E =+40.242V. Reduction potentials that are measured
‘with respect to SCE=0V’ are therefore on a relative scale
with this reference electrode set to 0 V. Values can be cor-
rected so as to be with respect to the standard hydrogen elec-
trode by adding 0.242 V. For example E° 4+ /4, = +0.568 V
with respect to the SCE, or E°Ag+/Ag = 40.800 V with respect
to the standard hydrogen electrode. Clearly, the design of the
saturated calomel electrode is not as straightforward as that
of the Cl™ (aq)|AgCl|Ag electrode. Mercury is a liquid at
298 K, and contact into an electrical circuit is made by
means of a Pt wire which dips into the liquid Hg, itself sur-
rounded by a coating of Hg(I) chloride (calomel). To ensure
that the aqueous KCI solution remains saturated, excess
KCl crystals are present.

half-cell corresponding to reduction process 7.33 has a
value of E° = —0.03 V.

Ag*(aq) + 31 (aq) = [Agl;] (aq)
[Agl;]* (aq) + e = Ag(s) + 31" (aq)
E° = —0.03V

By~ 10" (7.32)

(7.33)

Again, Ag(I) has been stabilized with respect to reduction,
but this time to a greater extent: the value of E° indicates
that Ag in the presence of [Agl]*” and I~ (both
I moldm™) is as powerful a reducing agent as H, in the
presence of H" (under standard conditions).

Modifying the relative stabilities of different
oxidation states of a metal

Just as we can ‘tune’ the reducing power of Ag by manipula-
tion of the solution species or precipitates present, we can
also alter the relative stabilities of two oxidation states of a
metal, both of which are subject to removal by precipitation
or complexation. As an example, consider the Mn** / Mn?>*
couple, for which equation 7.34 is appropriate for aqua
species.

Mn’f(aq) + ¢~ = Mn?"(aq)  E° = +1.54V (7.34)
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APPLICATIONS

Box 7.3 Undersea steel structures: sacrificial anodes and cathodic protection

In Chapter 5, we discussed structural and manufacturing
aspects of steel, and the fact that galvanized steel possesses
a protective Zn coating. Uses of Zn-coated steel include
ships’ hulls, undersea pipelines and oil-rigs, i.e. structures
that are in contact with seawater. In the presence of H,O,
O, and an electrolyte (e.g. seawater), steel is subject to
corrosion. There is always the possibility that coated steel
will be scratched, and that this surface imperfection will
permit rusting of the iron beneath it to occur. The Zn
coating, however, behaves as a sacrificial anode. The actual
process of corrosion is not simple, but can be summarized
as follows:

Zn**(aq) 4+ 2¢” = Zn(s) E°=-0.76V

Fe’*(aq) +2¢~ = Fe(s) E°=-044V

01(g) +2H,0(1) + 4e™ = 4[OH] " (aq))
E[OH’]:IOJ = +082V

In the absence of Zn, Fe is oxidized and is precipitated
in the form of Fe(OH),. If sufficient O, is available,
further oxidation results in the formation of the familiar

In alkaline solution, both metal ions are precipitated, but
Mn(III) much more completely than Mn(II) since values
of Ky, for Mn(OH); and Mn(OH), are =~ 107% and
~ 2 x 10713, respectively. Precipitation has the effect of
significantly changing the half-cell potential for the reduction
of Mn(III). In solutions in which [OH | = 1 moldm*,
Mn(III) is stabilized with respect to reduction to Mn(II) as

the value of E°oy-)—; for equation 7.35 illustrates.
Mn(OH);(s) + e~ = Mn(OH),(s) + [OH] (aq)
EO[OH—]:I =4+0.15V (735)

Worked example 7.5 Oxidation of Mn(ll) to Mn(lll)

Using data from equations 7.34 and 7.35, and from Table 7.1,
explain why Mn(II) is not oxidized by O, in solutions at pH 0,
but is oxidized by O, in solutions in which [OH™] is

1 mol dm 3.

First, find the half-equations that are relevant to the ques-
tion; note that pH 0 corresponds to standard conditions in
which [H'] = I moldm ™.

Mn(OH)3(s) + ¢~ = Mn(OH),(s) + [OH] (aq)
EO[OHf] -1 = +018 V

red-brown (‘rust-coloured’) Fe,O5-H,O (see Section 21.9).
For Zn-coated steel, a scratch in the Zn surface means that
the oxidation of Zn or Fe is a competitive process. Determi-
nation of AG®° for the possible redox processes shows that
oxidation of Zn is thermodynamically more favourable
than that of Fe, and so the corrosion (rusting) of the steel
is inhibited. Furthermore, the Zn>' ions precipitate as
Zn(OH), (Ky, =7 x 1077, forming a deposit around the
scratched area providing further protection for the steel.
While the anodic oxidation of the zinc coating gives some
protection to steel structures, the problems arising from the
rusting of steel which is in prolonged contact with seawater
are serious. A successful protective measure is to attach
metal blocks to, for example, undersea pipelines, the metal
being chosen so as to function as an anode in an electro-
chemical cell in which the seawater is the electrolyte and
the Fe of the pipeline is forced to be the cathode. This
method of protection (known as cathodic protection) is
somewhat different from a zinc coating acting as a sacrificial
anode. The metal blocks are typically of Mg or Zn, and
gradually corrode as anodic oxidation occurs; the iron is
never able to function as an anode (and so will not corrode),
provided that the metal blocks are regularly renewed.

0O,(g) + 2H,0(1) +4e~ = 4[OH] (aq)

E'O[OH,]:I - +040V
0,(g) + 4H* (aq) + 4¢~ = 2H,0(1) E° =123V
Mn**(aq) + e~ = Mn?"(aq) E° = +1.54V

From this table of reduction potentials (arranged with the
most positive value at the bottom of the table), we can see
that Mn’"(aq) is the most powerful oxidizing agent of the
species listed. Thus, under acidic conditions (pH 0), O,
cannot oxidize Mn**(aq).

In alkaline medium with [OH "] = I moldm ™, O, is able
to oxidize Mn(OH),:

0(g) + 2H,0(1) + 4Mn(OH),(s) = 4Mn(OH);(s)
Eocc“ == 040 - 018
=022V

AG® = —zFE°
= —(4 x 96485 x 0.22)
= —84907J per mole of reaction
~ —85kJ per mole of reaction
or

~ —21kJ per mole of Mn(OH),
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The large negative value of AG® indicates that the oxidation
of Mn(OH), is thermodynamically favoured.

Self-study exercises

1. Why is the notation E°;oyy-_; used rather than E° for the first
two equilibria in the list above? |Ans. See Box 7.1]

2. For the reaction:
0,(g) +2H,0(1) + 4Mn(OH),(s) = 4Mn(OH);(s)

with [OH ] = 1moldm >, AG° = —212kJ per mole of
Mn(OH),. Find E° . for the reaction shown in the equation.
[Ans. 0.22V]

3. Calculate AG°(298 K) per mole of Mn** for the reaction:
4Mn*" (aq) 4 2H,0(1) — 4Mn’" (aq) + O,(g) + 4H ' (aq)
[Ans. —30kJ mol ']

4. Using the data from the worked example, comment briefly
on the pH dependence of the stability of Mn(Il) in aqueous
solution.

Most d-block metals resemble Mn in that higher oxidation
states are more stable (with respect to reduction) in alkaline
rather than acidic solutions. This follows from the fact that
the hydroxide of the metal in its higher oxidation state is
much less soluble than the hydroxide of the metal in its
lower oxidation state.

Analogous principles apply when metal ions in different
oxidation states form complexes with the same ligand;
usually, the metal ion in the higher oxidation state is stabi-
lized to a greater extent than that in the lower oxidation
state. Equations 7.36 and 7.37 show the reduction of
hexaaqua and hexaammine complexes of Co(III); remember
that M*"(aq) represents [M(H,0),]*" (aq) (see Section 6.12).

Co*(aq) + e~ = Co*"(aq) E°=+4192V  (7.36)
[Co(NH;)g]*" (aq) +e” = [Co(NH;)¢]*" (aq)
E°= 4011V (737)

It follows from these data that the overall formation con-
stant for [Co(NH;)e]*" is ~10% times greater than that for
[Co(NH;)g)*" as is shown below:

Let (35 be the formation constant for [CO(NH3)6]3+ and (3¢' be
the formation constant for [Co(NH;)s]*". A thermochemical
cycle can be set up to relate [Co(NH;)s]*", [Co(NH;)sl*",
[Co(H,0)s]*" and [Co(H,O)s]’", where AG®, and AG°,
refer to complex formation, and AG°; and AG°, refer to
redox reactions.

0

AG™;
[Co(H,0)6]**(aq) + 6NHz(aq) — [Co(NH3)s]**(aq) + 6H,O(])

AGY AGY
AG®

2
[Co(Hy0)]**(aq) + 6NHs(aq) ——= [Co(NH3)e]**(aq) + 6H,0(1)

From the reduction potentials given in equations 7.36 and
7.37:

AGO3 = —ZF‘Eo
= —(1 x 96485 x 1.92 x 107%)
= —185kJmol !

AG°; = —zFE°
= —(1x96485 % 0.11 x 107%)
= —11kJmol™
By Hess’s Law:
AG®| + AG®, = AG®, + AG®,
AG°, — 11 = AG°, — 185
AG°; — AG®, = —174kI mol ™!
—RTInfs — (—RTInfg'") = —174

—InfBs+1nf' = —%
g fe_ 14 174
B! RT 8.314 x 1073 x 298
=-70.2
Bs
lnﬁ—é, =70.2
Be

A similar comparison can be made for the reduction of the
hexaaqua ion of Fe** and the cyano complex (equations 7.38
and 7.39), and leads to the conclusion that the overall
formation constant for [Fe(CN)¢]*~ is ~10” times greater
than that of [Fe(CN)¢]*~ (see problem 7.13 at the end of
the chapter).

Fe**(aq) + e~ = Fe’(aq) E°=+0.77V  (7.38)
[Fe(CN)g*~ (aq) + ¢~ = [Fe(CN)e|* (aq)
E°=+4036V  (7.39)

Some organic ligands, notably 1,10-phenanthroline and
2,2'-bipyridine (Table 6.7), stabilize the lower of two oxida-
tion states of a metal. This is apparent from the values of
E° for the appropriate half-reactions in Table 7.1. The
observation is associated with the ability of the phen and
bpy ligands to accept electrons.” Iron(II) complexes of bpy
and phen are used as indicators in redox reactions. For
example, in a redox titration of Fe* with powerful oxidizing
agents, all Fe?*(aq) species are oxidized before [Fe(bpy);]**
or [Fe(phen);]*". The associated colour changes are red to
pale blue for [Fe(bpy);]*" to [Fe(bpy);]*", and orange-red
to blue for [Fe(phen);]*" to [Fe(phen);]**.

T For a full discussion, see: M. Gerloch and E.C. Constable (1994) Tran-
sition Metal Chemistry: The Valence Shell in d-Block Chemistry, VCH,
Weinheim, p. 176-178.



7.4 Disproportionation reactions

Disproportionation

Some redox reactions involve disproportionation (see Section
5.16), e.g. reactions 7.40 and 7.41.

2Cu*(aq) = Cu**(aq) + Cu(s) (7.40)
oxidation
reduction
3[MnO4]*(aq) + 4H*(aq)
(7.41)

= 2[MnOy4] (aq) + MnO,(s) + 2H,O(1)
A
oxidation ‘

reduction

Reaction 7.40 takes place when Cu,SO, (prepared by react-
ing Cu,O and dimethyl sulfate) is added to water, while
reaction 7.41 occurs when acid is added to a solution of
K,MnOy. Equilibrium constants for such disproportiona-
tion reactions can be calculated from reduction potentials
as in worked example 7.6.

Worked example 7.6 Disproportionation of copper(l)

Using appropriate data from Table 7.1, determine K (at 298 K)
for the equilibrium:

2Cu’ (aq) = Cu®"(aq) + Cu(s)

Three redox couples in Table 7.1 involve Cu(I), Cu(IT) and
Cu metal:

(1) Cu*"(aq) + ¢~ = Cu'(aq) E° = +40.15V
(2) Cu*"(aq) 4 2¢~ = Cu(s) E° = +0.34V
(3) Cu'(aq) +e~ = Cu(s) E° =+40.52V

The disproportionation of Cu(I) is the result of combining
half-reactions (1) and (3). Thus:

E° =0.52-0.15
=037V
AG® = —zFE°,
= —(1x96485 % 0.37 x 107?)

= —35.7kJ per mole of reaction

InK = —AGO
RT
B 35.7
T 8314 x 1073 x 298
K =181 x10°
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The value indicates that disproportionation is thermo-
dynamically favourable.

Self-study exercises

1. For the disproportionation of Cu(I) to Cu and Cu(Il),
K(298K) = 1.81 x 10%. Calculate AG® for the reaction, per
mole of Cu(I). [Ans. —17.8 kJ mol ']

2. By considering redox couples in Appendix 11 which contain
Cr*", Cr’*" and Cr metal, confirm that Cr** will not dis-
proportionate into Cr and Cr>".

3. Using data from Appendix 11, show that H,O, is unstable with
respect to disproportionation into O, and H,0O. Calculate
AG°(298K) for the disproportionation of 1 mole of H,O,.

[Ans. —104kJ mol ']

Stabilizing species against
disproportionation

Species that are unstable with respect to disproportionation,
such as Cu’ in aqueous solution, may be stabilized under
appropriate conditions. For example, Cu™ can be stabilized
by precipitation as a sparingly soluble salt such as CuCl
(Kyp = 1.72 x 10”7y or by the formation in solution of a
complex ion such as [Cu(CN),]*". In the case of [MnO,]*"
(equation 7.41), all that is necessary is to make the solution
alkaline so as to remove the H" ions involved in bringing
about the disproportionation.

7.5 Potential diagrams

For an element exhibiting several different oxidation states in
aqueous solution, we must consider a number of different
half-reactions in order to obtain a clear picture of its solution
chemistry. Consider manganese as an example; aqueous
solution species may contain manganese in oxidation states
ranging from Mn(II) to Mn(VII), and equations 7.42-7.46
give half-reactions for which standard reduction potentials
can be determined experimentally.

Mn?"(aq) + 2e~ = Mn(s) E°=—-1.19V (742
[MnO,]”(aq) +e~ = [MnO,]*" (aq)
E°=+40.56V  (7.43)
MnO,(s) +4H" (aq) + 2¢~ = Mn*'(aq) 4+ 2H,O
E°=+123V  (7.44)

[MnO4]~ (aq) + 8H" (aq) + 5¢~ = Mn?*"(aq) 4+ 4H,0(l)
E°=+1.51V  (7.45)

Mn**(aq) + e~ = Mn*'(aq) E°=+1.54V  (7.46)
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These potentials may be used to derive values of E° for other
half-reactions such as 7.47, care being taken to remember
that different numbers of electrons are involved in different
reduction steps and, thus, to calculate E° by first finding
the corresponding value of AG°.

[MnO,] (aq) + 4H" (aq) + 3¢~ = MnO,(s) + 2H,0(l)
E°=+1.69V  (747)

Self-study exercise

Confirm that the value of E° for half-equation 7.47 can be
obtained from E° values for half-reactions 7.44 and 7.45, but
that the method of working must involve determination of AG®
values for the reactions.

Standard reduction potentials are often tabulated as in
Appendix 11, but it is also useful to present data in the
form of a potential diagram (also known as Latimer dia-
grams) or Frost-Ebsworth diagram (see Section 7.6).

Figure 7.2 gives potential diagrams for Mn under condi-
tions of [H"] = 1 moldm— (pH 0) and [OH" | = I moldm*
(pH 14). Reading from left to right, species are arranged in
order of decreasing oxidation state of Mn. The [MnOy]~
ion (usually in the form of KMnQOy,) is a common oxidizing
agent, and equations 7.45 or 7.47 are the half-reactions
that one would usually consider appropriate in acidic
solution. The potential diagram (acidic solution) shows an
intermediate Mn(VI) species between [MnOy]™ and MnO,.
However, values of E° show that the [HMnO,]” /MnO,
couple is a more powerful oxidant (more negative AG®)
than the [MnOy4] /[HMnOy4]~ couple. This means that
[HMnO,]~ will not accumulate during the reduction of
[MnO,4]~ to MnO,. An alternative way of considering the
instability of [HMnOy]™ in aqueous solution at pH 0 is to

+1.51

note from the potential diagram that [HMnQOy]™ is unstable
with respect to disproportionation (equation 7.48).
3[HMnO,] (aq) + H" (aq)

This conclusion can be reached as follows. Extract from the
complete potential diagram in Figure 7.2 the parts relevant
to reduction and oxidation of [HMnQO,] ™ in acidic solution:

+2.10

[MnO,4]~ [HMnO,]~ MnO,

This diagram corresponds to the two half-reactions:
[MnO,] " (aq) + H" (aq) + e~ = [HMnO4] " (aq)

E° =+0.90V
[HMnO,] (aq) + 3H" (aq) + 2¢~ = MnOs(s) + 2H,0(])
E°=+2.10V

Combining these two half-cells gives reaction 7.48 for
which E° =120V and AG°(298K) = —231kJmol .
This indicates that reaction 7.48 is spontaneous. Similarly,
at pH 0, Mn*" is unstable with respect to disproportionation
to MnO, and Mn*" (equation 7.49).

2Mn*"(aq) + 2H,0(1) = Mn*" (aq) + MnO,(s) + 4H" (aq)
(7.49)

We saw in Section 7.2 that the value of the reduction
potential for a half-reaction depends on cell conditions,
and where the half-reaction involves H" or [OH]™ ions, the
reduction potential varies with pH. Moreover, the extent of
variation depends on the number of moles of HY or [OH]~
per mole of reaction. It follows that the potential diagrams
in Figure 7.2 are appropriate only at the stated pH values;
a new potential diagram is needed for every value of
pH, and, therefore, caution is needed when using these
diagrams.

[MnOy4J”

| |

Acidic solution (pH 0)

+2.10
[HMnOy4]” —— MnO,

+1.69

+0.59

+0.95 +1.54 l -1.19
Mn3* Mn?** —— Mn
+1.23

-0.04

. . 4056 , 027 5. +0.93 +0.15
Alkaline solution (pH 14) [MnO4] ——— [MnO4]” — [MnO4]”” —— MnO, ——

+0.9: il 0.15 3 L

—0.23 -1.56
Mn,03 — ~ Mn(OH),

Mn

}

+0.60

Fig. 7.2 Potential diagrams (Latimer diagrams) for manganese in aqueous solution at pH 0 (i.e. [H*] = 1 mol dm™), and in
aqueous solution at pH 14. For such diagrams, it is essential to specify the pH, and the reason is obvious from comparing the

two diagrams.



In using potential diagrams, it is essential to remember
that the reduction potential for one step may not be derived
simply by summation of reduction potentials for steps which
contribute to the desired redox half-reaction. For example,
in Figure 7.2, for the reduction of [MnO,}*” in alkaline
solution to MnO,, E° = +0.60V, and this is not the sum
of the standard reduction potentials for the reduction of
[MnO4]*~ to [MnO,)*~ followed by reduction of [MnO,4]*~
to MnQO,. Account must be taken of the number of electrons
transferred in each step. The most foolproof way of doing
this is to determine the corresponding values of AG® for
each step as is illustrated below.

Worked example 7.7 Potential diagrams

The following potential diagram summarizes some of the redox
chemistry of iron in aqueous solution. Calculate the value of E°
for the reduction of Fe3+(aq) to iron metal.

+0.77 —0.44

Fe**(aq) Fe*(aq)

Fe(s)

E°

Although there are short cuts to this problem, the
most rigorous method is to determine AG°(298K) for
each step.

Fe*" to Fe’' is a one-electron reduction.

—zFE°

AG®,
= —[1 x 96485 x 107 x 0.77
= —74.3kJ per mole of Fe*"

Fe’™ to Fe is a two-electron reduction.
AG®, = —zFE°
= —[2x 96485 x 107 x (—0.44)]
= +84.9kJ per mole of Fe’*

Next, find AG® for the reduction of Fe** to Fe:
AG® = AG°, + AG®,

=—-743+84.9

= +10.6kJ per mole of Fe**

Fe’* to Fe is a three-electron reduction; the standard
reduction potential for the process is found from the cor-
responding value of AG®:

AG°

zF

0

- 10.6
T 3x96485x 1073

=-0.04V
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Self-study exercises

1. Although the method given here is probably the ‘safest’ way to
perform the calculation, substitution of a value for the Faraday
constant may in fact be excluded. Why?

2. Construct a potential diagram for the reduction of aqueous Ccr*
to Cr*t, followed by reduction to Cr. Values of E° for the
Cr*"/Cr*" and Cr’"/Cr couples are —0.41 and —0.91V,
respectively. Calculate E° for the Cr*" /Cr couple.

|Ans. —0.74 V]

3. Construct a potential diagram (at pH 0) for the reduction of
aqueous HNO, to NO and then to N,O given that E° for the
HNO,/NO and NO/N,O couples are +0.98 and +1.59 V
respectively. Calculate E° for the following half-reaction:

2HNO,(aq) + 4H" (aq) 4 4~ = N,0(g) + 3H,0(1)
[Ans. +1.29V]

7.6 Frost-Ebsworth diagrams

Frost—-Ebsworth diagrams and their
relationship to potential diagrams

Frost-Ebsworth diagrams' represent the commonest graphi-
cal method of summarizing redox relationships for species
containing a given element in different oxidation states. In
a Frost-Ebsworth diagram, values of —AG° or, more com-
monly, —AG°/F for the formation of M(N) from M(0),
where N is the oxidation state, are plotted against increasing
N. From the relationship:

AG® = —zFE°

it follows that —AG°/F = zE° and, therefore, a Frost—
Ebsworth diagram can equally well be represented as a
plot of zE® against oxidation state. Figure 7.3a shows the
Frost—Ebsworth diagram for manganese in aqueous solution
with [H"]=1moldm>. This diagram can be constructed
from the corresponding potential diagram in Figure 7.2 as
follows.

e For Mn in its standard state, AG® = 0.

e For Mn(Il), the relevant species is Mn>"(aq). E° for the
Mn>"/Mn couple is —1.19V. For the reduction of
Mn*"(aq) to Mn(s):

AG®° = —zFE° = -2 x F x (—1.19) = +2.38F
AG°
———=-238V
F

e For Mn(III), the relevant species is Mn’*(aq). E° for the
Mn’**/Mn?* couple is +1.54V. For the reduction of
Mn**(aq) to Mn*"(aq):

AG® = —zFE° = —1 x F x 1.54 = —1.54F

" A.A. Frost (1951) Journal of the American Chemical Society, vol. 73,
p. 2680; E.A.V. Ebsworth (1964) Education in Chemistry, vol. 1, p. 123.
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For Mn’*(aq), relative to Mn(0):
AG®

=

e For Mn(IV), the relevant species is MnO,(s). E° for the

MnO,/Mn** couple is +0.95 V. For the reduction of
MnO,(s) to Mn**(aq):

—(—1.5442.38) = —0.84V

AG®° = —zFE° = —1 X F x 0.95 = —0.95F
For MnO;(s), relative to Mn(0):

AG°
— = (0.5 - 154+ 2.38) = 10.11V

Similarly, values of —AG°/F for[HMnO,4] and [MnO,4] can
be shown to be +4.31 and 5.21V, respectively.

When negative oxidation states are involved, care must be
taken in plotting appropriate values of —AG°/F. All points
on a Frost-Ebsworth diagram refer to stability with respect
to —AG°/F = 0 for the zero oxidation state of the element.
Thus, for example, starting from E° = +1.09V for the
%Br2/Br_ couple, a value of —AG°/F = +1.09 V is calculated
for the reduction of %Br2 to Br . For a Frost-Ebsworth
diagram, we require a value of —AG°/F that corresponds
to the process Br~ — %Brz +e¢ and therefore the
appropriate value of —AG°/F is —1.09 V. This concept is
further explored in problem 7.22 at the end of the chapter.

Interpretation of Frost-Ebsworth diagrams

Before looking at Figure 7.3a in detail, we must note some
general points about Frost-Ebsworth diagrams. Firstly,
Figure 7.3a and similar diagrams in this book specifically
refer to aqueous solution at pH (. For other conditions such
as alkaline solution, a new diagram must be constructed
for each pH value using relevant reduction potentials.
Secondly, in Frost-Ebsworth diagrams in this text, the
oxidation states are arranged in increasing order from left
to right. However, some textbooks plot Frost-Ebsworth
diagrams in the opposite direction and you should exercise
caution when comparing diagrams from a range of data
sources. Thirdly, it is usual to connect neighbouring points
so that the Frost-Ebsworth diagram appears as a plot
made up of linear sections. However, each point represents
a chemical species and one can consider the relationship
between any pair of points, not just neighbouring species.
Finally, a Frost-Ebsworth plot provides information about
the relative thermodynamic stabilities of various species; it
says nothing about their kinetic stability.

Now let us use Figure 7.3a to investigate the relative ther-
modynamic stabilities of different manganese-containing
species in aqueous solution with [H']=1moldm>.

e The lowest point in Figure 7.3a represents the most stable
oxidation state of Mn in aqueous solution at pH 0, i.e.
Mn(I1).

e A move downwards on the plot represents a thermo-
dynamically favoured process, e.g. at pH 0, [MnOy4]™ is

=zE°/V

-AG/F

=3 T T T T T T ]
0 1 2 3 4 5 6 7
Oxidation state, N
(a)
- 6 3[HMnO,]” + H" = MnO, + [MnO,]” + 2H,0
% [MnO,]
5]
&
4]
3 —
2 —
1 —
0 T T 1
3 4 5 6 7

Ocxidation state, N
(b)

Fig. 7.3 The Frost-Ebsworth diagram for manganese in
aqueous solution at pH 0, i.e. [H"]=1moldm™

thermodynamically unstable with respect to all other
species in Figure 7.3a.

e A species towards the top-right of the diagram is oxidiz-
ing, e.g. [MnQOy4]™ is a strong oxidizing agent, stronger
than [HMnOy,] .

e From the gradient of any line drawn between two points
on the plot, E° for the corresponding redox couple can be
found. For example, the line between the points for Mn*"
and Mn(0) corresponds to the reduction process:

Mn*"(aq) 4+ 2¢~ = Mn(s)
and E° for this half-reaction is found as follows:

—-2.38
~ Number of electrons transferred 2

=—-1.19V

o Gradient of line

A positive gradient between two points indicates that E°
for the corresponding reduction process is positive, and



a negative gradient indicates that E° for the reduction
process is negative.

Any state represented on a ‘convex’ point is thermodyna-
mically unstable with respect to disproportionation. This
is illustrated in Figure 7.3b where we focus on
[HMnOy] . It lies above a line drawn between two species
with higher and lower oxidation states, namely [MnO,4]~
and MnO, respectively. [HMnO,]  is unstable with
respect to these species, as the reaction in Figure 7.3b
shows. In Figure 7.3a, Mn*" also lies on a ‘convex’
point and is unstable with respect to Mn(IV) and
Mn(IT) (equation 7.49).

Any state represented on a ‘concave’ point is thermo-
dynamically stable with respect to disproportionation,
e.g. MnO, does not disproportionate.

1 2—
1[Cr,0,]

=zE°/V

-AG/F

!
6
Oxidation state, N

=zE°/V

-AG/F
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Figure 7.4a shows a Frost diagram for chromium in aqueous
solution at pH 0. Inspection of the diagram leads to the
following conclusions about chromium species under these
solution conditions:

® E°c. 0, o+ has a positive value, while E°¢ps+ ¢+ and
E°cp+ ¢, are both negative;

e [Cr,0; is a powerful oxidizing agent and is reduced to
crt;
Cr** is the most thermodynamically stable state;
no species in the diagram shows a tendency towards
disproportionation;

e Cr’' is reducing and is oxidized to Cr**.

Figures 7.4b and 7.4c show potential diagrams for phosphorus
and nitrogen in aqueous solution with [H"]= 1 moldm>,

=zE°/V

-AG/F

H,PO,

=25 T T T T T T T ]
-3 -2 -1 0 1 2 3 4 5
Oxidation state, N

T T T T l
1 2 3 4 5
Oxidation state, N

©

Fig. 7.4 Frost-Ebsworth diagrams in aqueous solution at pH 0, i.e. [HT]=1 moldm ™3, for (a) chromium, (b) phosphorus and
(c) nitrogen.
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and these diagrams are the subject of worked example 7.8.
We shall make more use of potential (Latimer) diagrams
than Frost-Ebsworth diagrams in later chapters in this
book, but the latter can readily be constructed from data
given in a potential diagram (see problem 7.22 at the end
of the chapter).

Worked example 7.8 Using Frost-Ebsworth diagrams

Use Figure 7.4b to say something about the relative stabilities
of the different oxidation states of phosphorus in aqueous
media at pH 0.

Initial analysis of the diagram leads to the following
conclusions:

e the most thermodynamically stable state is H;POy
containing P(V);

e PH;, i.e. P(—III), is the least thermodynamically stable
state;

e in aqueous solution at pH 0, P4 will disproportionate to
PH; and H5;PO, (but see below);

e H;PO; is stable with respect to disproportionation;

By drawing lines between the points for PH; and H;PO3, and
between H3;PO; and H;PO,, you can see that H;PO, is
unstable with respect to disproportionation, either to PHj3
and H3POj;, or to PH; and H3PO,. This illustrates the
fact that you should look beyond the lines that are already
represented in a given Frost—Ebsworth diagram.

Self-study exercises

Use Figures 7.4b and 7.4c to answer these questions; both
diagrams refer to the same aqueous solution conditions.

1. On going from N to P, how does the thermodynamic stability of
the +5 oxidation state alter?

2. What do the diagrams tell you about the thermodynamic
stability of N, and of P, with respect to other N- or P-
containing species?

3. Estimate values for E°y, mony and E°Nyomt/N,Hy)
and comment on the thermodynamic stability of [NH;OH]|"

in aqueous solution at pH 0.
[Ans. ~ —1.8 and +1.4V respectively]

Mt (aq) + ze~ =M(s)

Step (1)
Dehydration of the
metal ion

Step (3)
—AH®

M(g)

M (g)

Step (2)
-2IE

4. Which of the following species will tend to disproportionate:
N,O, NO, N,, HNO,?
[Ans. N,O, NO, HNO,]

5. From Figure 7.4c, estimate AG°(298K) for the reduction
process:

2HNO,(aq) + 4H* (aq) + 4e~ — N,O(g) + 3H,0(l)
[Ans. ~ —480 & 10 kJ mol ']

7.7 The relationships between standard
reduction potentials and some other
quantities

Factors influencing the magnitudes of
standard reduction potentials

In this section, we first consider factors that influence the
magnitude of E° for the Na™/Na and Ag'/Ag couples, by
correlating these values with those of other, independently
determined thermodynamic quantities. This comparison
allows us to investigate the reasons why, in aqueous media,
Na is so much more reactive than Ag, and gives an example
that can be extended to other pairs or families of species.

Whereas the standard reduction potential for half-reaction
7.51 is readily measurable in aqueous solution (see Section
7.2), that for half-reaction 7.50 must be determined by a
rather elaborate set of experiments involving Na amalgam
electrodes (amalgams, see Box 22.3).

Na'(aq) +e” = Na(s) E°=-271V (7.50)

Agh(aq) +e” = Ag(s) E°=+0.80V (7.51)

We can represent the general half-equation for M reduction
as taking place in steps as shown in Figure 7.5. Since all
standard reduction potentials are measured with respect to
the standard hydrogen electrode (for which, by convention,
AH®, AG° and AS® are all zero), we must also consider
the second thermodynamic cycle (involving absolute
values) in Figure 7.5. Table 7.2 lists values of AH® for
steps in the cycles defined in Figure 7.5; in an exact treat-
ment, we ought to consider values of AG®, but to a first
approximation, we can ignore entropy changes (which
largely cancel one another out in this case). From the

H*(aq) + e == 'LHy(2)
Step (1)
Dehydration of the Step (3)
hydrogen ion —AH°
H*(g) H(g)
Step (2)

-IE,

Fig. 7.5 The half-reaction for the reduction of M** ions to M, or H to %Hz, can be considered in terms of three contributing
steps for which thermodynamic data may be determined independently.
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Table 7.2  Factors determining the magnitude of the standard reduction potentials for the Na™/Na and Ag*/Ag couples in aqueous

solution (pH 0); steps (1), (2) and (3) are defined in Figure 7.5.

Redox couple AH? for step (1) AH? for step (2)

/kJ mol /kJ mol
Na't/Na 404 —492
HY/1H, 1091 —1312
Ag"/Ag 480 —733

AH? for step (3) Overall AH® Calculated E°

/kJ mol ! /kJ mol ! A
—108 —196 —2.52
~218 —439 0
—285 ~538 +1.03

*Values of E° are found by dividing by —zF (z = 1), and scaling to give E°(H"/iHy)=0V.

thermodynamic data, we derive calculated values of E° and
these are given in the right-hand column of Table 7.2. There
is good agreement between these values and the experimental
ones for half-reactions 7.50 and 7.51. The enthalpy changes
for steps (2) and (3) are both negative, and this is a general
result for all elements. The sign of E° is determined by the
extent to which AH°(1) offsets [AH®(2) + AH®(3)].

Similar analyses for other metals can be carried out. For
example, Cu and Zn are adjacent d-block metals, and it is
interesting to investigate factors that contribute to the
difference between E° values for the Cu>"/Cu and Zn>"/Zn
redox couples, and thus reveal how a balance of thermo-
dynamic factors governs the spontaneous reaction that
occurs in the Daniell cell (reaction 7.8). Table 7.3 lists
relevant thermodynamic data; it is apparent that the crucial
factor in making E°c ¢, significantly more positive than
E°zy+ /7 is the greater enthalpy of atomization of Cu
compared with that of Zn. Thus, what is often regarded as
a purely ‘physical’ property plays a very important role in
influencing chemical behaviour. Finally, if we were to
consider factors influencing values of E° for half-reaction
7.52, we would find that the variation in hydration enthalpies
plays an important part (oxidizing power of halogens, see
Section 16.4).

X,+2 =2X"  (X=F,ClBrI) (7.52)

Values of A¢G° for aqueous ions

In Section 6.9, we saw that the standard free energies of
formation of aqueous ions can often be determined from
E° values. Worked example 7.9 provides an illustration of
the use of reduction potential data in a calculation of a
standard Gibbs energy of solution of an ionic salt.

Worked example 7.9 Determination of A, G° for an

ionic salt

Calculate the value of A ;G°(298K) for NaBr given that
A;G°(NaBr,s) is —349.0kJ mol '. (F = 96485 Cmol '.)

The process to be considered is:
NaBr(s) = Na'(aq) + Br™ (aq)
and the equation needed is:
AyG° = A;G°(Nataq) + ArG°(Br™,aq) — ArG°(NaBr,s)

To find A;G°(Na',aq) and A;G°(Br ,aq), we need (from
Appendix 11) the standard reduction potentials for the
processes:

Na®(aq) +e~ = Na(s) E° =271V

1Bry(I) + e~ = Br(aq) E° =+41.09V

Now determine A;G° for each aqueous ion, remembering
that the standard reduction potential refers to the reverse
of the formation of Na*(aq):

AG® = —zFE°
96485 x (—2.71)
1000

485 x 1.
AG°(Br~ aq) = —W — —105.2kJ mol™!

Ay1G° = A;G°(Nat aq) + AG°(Br™,aq) — AG°(NaBr,s)
—261.5 4 (—105.2) — (—349.0)

—A;G°(Na® aq) = =261.5kJ mol ™!

—17.7kJmol™!

Table 7.3  Factors determining the magnitude of the standard reduction potentials for the Cu”/Cu and Zn”/Zn couples in aqueous

solution (pH 0); steps (1), (2) and (3) are defined in Figure 7.5.

Redox couple AH? for step (1) AH? for step (2)

/kJ mol /kJ mol
Zn*"/Zn 2047 —2644
H'/1H, 1091 1312
Cu*t/Cu 2099 —2702

AH? for step (3) Overall AH® Calculated E°

/kJ mol ! /kJ mol ! A
—130 —727 —0.78
—218 —439 0
-338 —941 +0.33

fValues of E° are found by dividing by —zF, and scaling to give E°(H+/%H2) =0V.
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Self-study exercises

See Appendix 11 for values of E°.
1. Calculate the value of Ay,;G°(298K) for NaCl given that
A{G°(NaCls) is —384.0 kJ mol .. [Ans. —8.7kJmol ™}

2. A, G°(298K)  for
A;G°(NaF.s) at 298 K.

3. Given that A,;G°(298K) for KI is —9.9kJ mol™', calculate
A;G°(K1,s) at 298 K.

NaF = +7.9kJ mol . Determine
[Ans. —546.3kJ mol ']

|Ans. —324.9kJ mol ']

7.8 Applications of redox reactions to the
extraction of elements from their ores

The Earth’s environment is an oxidizing one and, in nature,
many elements occur as oxides, sulfides or other compounds
in which the element is in an oxidized form, e.g. tin occurs as
cassiterite (Sn0,), and lead as galena (PbS). The extraction
of these elements from their ores depends on redox
chemistry. Heating cassiterite with carbon reduces Sn(IV)
to Sn(0) (equation 7.53), and Pb is extracted from galena
by reaction sequence 7.54.

A
Sl’lOz + C — Sn + C02 (753)

0,.A CorCO, A
PbS PbO Pb

(7.54)

Examples of this type are numerous, and similar extraction
processes are described in Box 5.1 and Chapters 21 and 22.

Ellingham diagrams

The choice of a reducing agent and the conditions for a
particular extraction process can be assessed by using an
Ellingham diagram such as that in Figure 7.6. This illustrates
how A¢G° for a range of metal oxides and CO varies with
temperature. In order that values are mutually comparable,
A¢G° refers to the Gibbs energy of formation per half-mole
of 0,." Thus for SrO, A;G° refers to reaction 7.55, and for
AL, O3 it corresponds to reaction 7.56.

Sr+10, — SrO (7.55)

2Al4+10, — 1ALO; (7.56)

In Figure 7.6, each plot is either linear (e.g. NiO) or has two
linear sections (e.g. ZnO); for the latter, there is a change in
gradient at the melting point of the metal.

Three general results arise from Figure 7.6:

e as the temperature increases, each metal oxide becomes
less thermodynamically stable (less negative AG°);

T Other data could have been plotted, e.g. values of A;G° per mole of O,.
Consistency is the keyword!

FE
o
2
S -100
3
° co
s
£
G — .
5 —200 NiO ~8n0,
<=
g FeO
=
= 300
@k ZnO
<

—400

~500

ALO,
8rO o =M(s)->M(l)
600 1 ca0 & =M(1)->M(g)
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0 250 500 750 1000 1250 1500 1750
Temperature/ K

Fig. 7.6 An Ellingham diagram showing how the standard
free energies of formation, AyG°, of several metal oxides and
carbon monoxide (the red line) vary with temperature.
Values of A;G° refer to formation reactions involving a

half-mole of Oy: M +10, — MO, IM +10, — IMO,, or

IM + 40, — 1M,0;. The points marked ® and < are the
melting and boiling points, respectively, of the elemental metal.

e CO becomes more thermodynamically stable at higher
temperatures (more negative AyG°);

e the relative stabilities of the oxides at any given tempera-
ture can be seen directly from an Ellingham diagram.

The third point indicates how an Ellingham diagram can be
applied. For example, at 1000K, CO is more thermo-
dynamically stable than SnO,, and carbon can be used at
1000 K to reduce SnO, (equation 7.53). On the other hand,
reduction of FeO by carbon occurs at 7 > 1000 K.

The second point has a very important consequence:
among the metal oxides in Figure 7.6, the extraction of any
of the metals from their respective oxides could involve
carbon as the reducing agent. In factat 7' > 1800 K, a greater
range of metal oxides than in Figure 7.6 may be reduced by
carbon. However, on an industrial scale, this method of
obtaining a metal from its oxide is often not commercially
viable. Alternative methods of extracting metals from their
ores are described in later chapters in the book.

Glossary

The following terms were introduced in this chapter.
Do you know what they mean?
U oxidation



reduction

oxidation state (oxidation number)
half-reaction (half-equation)
electrolytic cell

galvanic cell

standard conditions for a half-cell
standard hydrogen electrode
standard reduction potential, E°
standard cell potential, E°
overpotential

Nernst equation

potential diagram (Latimer diagram)
Frost-Ebsworth diagram
Ellingham diagram

o000 00O0OO0OO0O00O0 O

Important thermodynamic equations

0 0 o
E cell — [E reductiouprocess} - [E oxidation process]

AGO = 7ZFE0cell
AG° = —RTInkK

Eo o {E " (ln [reduced form] >}
zF

[oxidized form)]

(Nernst equation)

Problems

7.1 Give the oxidation state of each element in the following
compounds and ions; Pauling electronegativity values in
Appendix 7 may be useful: (a) CaO; (b) H,O; (¢) HF;
(d) FeCl; (¢) XeFe; (f) OsOy; () NaySOy; (h) PO ;
(i) [PACLyJ*"; () [ClO4]; (k) [Cr(H,0)q)*.

7.2 What oxidation state change does each metal undergo in
the following reactions or half-reactions?
(a) [Cr,O,]* + 14H" + 66~ — 2Cr’" + 7TH,0O
(b) 2K +2H,0 —22KOH +H,
(C) F6203 —+ 2A1 — 2Fe —+ A1203
(d) MnOy4]™ + 2H,0 + 3¢~ — MnO, + 4[OH]~

7.3 Which of the following reactions are redox reactions?
In those that are, identify the oxidation and reduction
processes. N
(@) Ny +3Mg — Mg;N,

(b) N, + O, — 2NO

(C) 2NOZ — N204

(d) SbF; + F, — SbF;

(e) 6HCIl + As,O; — 2AsCl; + 3H,0

(f) 2CO + O, — 2CO,

(g) MnO, + 4HCl — MnCl, + Cl, 4+ 2H,0
(h) [Cr, 07 +2[OH]™ = 2[CrO4*~ + H,0
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Further reading

A.J. Bard, R. Parsons and J. Jordan (1985) Standard Potentials
in Aqueous Solution, Marcel Dekker, New York — A critical
compilation of values, the successor to Latimer’s famous
treatment of this subject.

J. Burgess (1978) Metal Ions in Solution, Ellis Horwood,
Chichester and Halsted Press, New York — A thorough
treatment of most aspects of metal ions in both aqueous
and non-aqueous solutions.

J. Burgess (1999) lons in Solution: Basic Principles of Chemical
Interaction, 2nd edn, Horwood Publishing, Westergate — An
excellent introduction to the properties of ions in aqueous
solutions including treatment of the thermodynamics of
redox reactions.

R.G. Compton and G.H.W. Sanders (1996) Electrode Poten-
tials, Oxford University Press, Oxford — A useful introduction
to electrochemical equilibria and electrochemical principles.

D.A. Johnson (1982) Some Thermodynamic Aspects of Inorganic
Chemistry, 2nd edn, Cambridge University Press, Cambridge
— Contains a very useful discussion of solubility and redox
potentials.

W.L. Jolly (1991) Modern Inorganic Chemistry, 2nd edn,
McGraw-Hill, New York — Contains a treatment of redox
potentials which complements that given in this chapter by
discussing some systems involving non-metals.

7.4 Ineach redox reaction in problem 7.3, confirm that the net
increases and decreases in oxidation states balance each
other.

7.5 Using data from Table 7.1, write down the spontaneous
cell process, and calculate E° . and AG® for the following
combinations of half-cells:

(a) Ag'(aq) +e = Ag(s)
with Zn*" (aq) + 2¢~ = Zn(s)
(b) Bry(aq) +2¢~ = 2Br (aq)
with Cly(aq)+ 2e” = 2Cl (aq)
(¢) [Cry07]""(aq) + 14H" (aq) + 6e~
= 2Cr*"(aq) + 7TH,0(1)
with Fe'(aq) + e~ = Fe*"(aq)

7.6  Use the data in Appendix 11 to rationalize quantitatively

why:

(a) Mg liberates H, from dilute HCI, but Cu does not;

(b) Br, liberates I, from aqueous KI solution, but does
not liberate Cl, from aqueous KClI solution;

(¢) the role of Fe*™ ions as an oxidizing agent is influenced
by the presence of certain ligands in solution;

(d) a method of growing Ag crystals is to immerse a zinc
foil in an aqueous solution of AgNO;.
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7.7

7.8

7.9

7.10

7.11

7.12

7.13

7.14
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Consider the half-reaction:
[MnO,] ™ (aq) + 8H" (aq) + Se~ = Mn*"(aq) + 4H,O0(1)
E°=+41.51V

If the ratio of concentrations of [MnO,]~ : Mn>" is 100:1,
determine £ at pH values of (a) 0.5; (b) 2.0; and (c) 3.5
(T =298 K). Over this pH range, how does the ability of
permanganate(VII) (when being reduced to Mn>*) to
oxidize aqueous chloride, bromide or iodide ions
change?

(a) Using appropriate data from Appendix 11, determine
E° .y for the disproportionation of H,O,. (b) Calculate
AG?® for this process. (c) Comment on the fact that H,O,
can be stored without significant decomposition, unless,
for example, traces of MnO,, [OH]™ or iron metal are
added.

Use the following experimental data to determine
E° 2+ jcu» and comment on the need (or not) to make use
of all the data given.

[Cu®*]/moldm™  0.001 0.005 0.010 0.050
E/V 0.252  0.272  0.281 0.302
(a) Calculate Epg+ /o, for a half-cell in which the

concentration of silver(I) ions is 0.1 moldm™ (T’ = 298 K).
(b) Are silver(I) ions more or less easily reduced by zinc in
this solution than under standard conditions? Quantify
your answer in thermodynamic terms.

Given that Ky, for Agl is 8.51 x 107", and
E° gt /aeg = +0.80'V, calculate E° for the reduction step:

Agl(s) +e” = Ag(s) + 1 (aq)

and hence confirm the statement in Section 7.3 that
reduction of silver(I) when in the form of solid Agl is
thermodynamically less favourable than reduction of
AgCl.

Using data from Table 7.1 and from Section 7.3, explain
why H, is evolved when powdered Ag is heated with a
concentrated solution of HI.

Calculate the overall formation constant for [Fe(CN)e]*~,
given that the overall formation constant for [Fe(CN)]*~
is ~10%, and that:

Fe*t(aq) + e~ = Fe’'(aq) E° =40.77V
[Fe(CN)e]*~(aq) + e~ = [Fe(CN)¢]* (aq) E° = +0.36V
Using data in Appendix 11, determine which of the
following species is thermodynamically unstable with

respect to disproportionation (and under what conditions)
in aqueous solution: (a) Fe**; (b) Sn**: (¢) [CIO;] ™.

+1.19 +1.15

+1.28 +1.65
[ClO, — [ClO;)7 — ClO, —— HCIO, ——= HCIO

7.15

7.16

7.17

7.18

7.19

[UO,**

7.20

7.21

7.22

Determine AG°(298 K) for the reaction:

2CuCl(s) = Cu**(aq) 4+ 2CI" (aq) + Cu(s)

given the following data:

2Cut(aq) = Cu*'(aq) + Cu(s) K =1.81 x 10°
CuCl(s) = Cu'(aq) + Cl (aq) K, =172x10"

What does the value of AG® tell you about the tendency of
precipitated CuCl to disproportionate?

Using appropriate data from equations 7.42 to 7.46,
confirm the value of E° given for equation 7.47.

Write balanced half-equations corresponding to the steps
shown in the potential diagrams in Figure 7.2.

(a) Use data from Appendix 11 to construct a potential
diagram showing the redox chemistry of vanadium in
aqueous solution at pH 0. (b) Use your diagram to
establish whether any vanadium species is unstable with
respect to disproportionation.

The following potential diagram summarizes the results of
electrochemical studies of the aqueous solution (pH 0)
chemistry of uranium:

+0.61 -0.61 -1.80
[U02]2+ U4+ U3+ U

+0.06

+0.33

Use the information to deduce as much as possible about
the chemistry of uranium under these conditions.

The following potential diagram is part of that illustrating
the redox chemistry of chlorine in aqueous solution at
pH 0. (a) Calculate the value of E° for the reduction of
[ClOs3]™ to HCIO,. (b) Justify why, in this case, the value of
E° can simply be taken to be the mean of +1.15 and
+1.28V.

+1.15

[CIO;] Clo, HCIO,
| !

E°

By constructing thermodynamic cycles analogous to those
shown in Figure 7.5, discuss the factors that contribute to
the trend in values of E° for the group 1 metals Li to Cs.
[AnyaH: see Table 6.6. IE and Ay o H: see Appendices 8
and 70.]

Use the data in the potential diagram shown in Figure 7.7
to construct a Frost-Ebsworth diagram for chlorine.
Hence show that Cl™ is the most thermodynamically
favoured species of those in the diagram. Which species in
the diagram is (a) the best oxidizing agent and (b) the best
reducing agent?

+1.36

— CI

. Cl,

Fig. 7.7 Potential diagram (Latimer diagram) for chlorine in aqueous solution at pH 0, i.e. [H"]= 1 moldm .
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7.23

7.24

7.25

Use the data in Appendix 11 to rationalize the following

observations in a quantitative manner. What

assumption(s) have you made in answering this question?

(a) The dithionate ion, [S,0]*", can be prepared by
controlled oxidation of [SO3]27 using MnO,.

(b) In the presence of acid, KI and KIOj; react to form I,.

(c) Mn*" is instantly oxidized to [MnO,]~ by aqueous
solutions of HyXeOg.

(a) Using the potential diagram below (at pH 14),

calculate E°o,- /o,

+0.66 E°
O3 O3 O,

| }

+1.25

(b) Comment on the following data:
Cd*"(aq) 4+ 2¢~ = Cd(s) E°=—-040V
[CA(CN),)* (aq) 4+ 2¢~ = Cd(s) 4 4[CN]~
E°=-1.03V
(c) How valid is Figure 7.4a for aqueous solutions at
pH2?

In hydrochloric acid, HOI reacts to give [ICl,] . Use the
potential diagrams below to explain why HOI
disproportionates in aqueous acidic solution, but does not
when the acid is aqueous HCI.

+1.14 +1.44

[105] HOI I

+1.23 .
[10;]7 —— [ICL] —— I,

7.26

7.27

7.28
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Additional data needed for this question can be found in

Appendix 11.

(a) Determine Ez2+ /7, (at 298 K) for a half-cell in which
[Zn*"]=0.25mol dm .

(b) Calculate the reduction potential for the half-
reaction:

[VOJ**(aq) +2H" (aq) + ¢~ = V**(aq) + H,0(])

if the ratio of the concentrations of [VO]2+: ViFis1:2
and the pH of the solution is 2.2.

(a) Use appropriate data from Appendix 11 to
determine the ratio of the overall stability constants
of the complexes [Fe(phen);]*" and [Fe(phen);]** at
298 K.

(b) Use the data in Figure 7.2 to construct a Frost—
Ebsworth diagram for manganese in aqueous
solution at pH 14. Use your diagram to comment on
the stability of [MnO,]*~ under these conditions.

In each of the following reactions, relate starting materials
and products by the processes of reduction, oxidation,
disproportionation or no redox change. In some reactions,
more than one process is taking place.

(a) [HCO5])™ + [OH]” — [CO5)*” + H,0

(b) Au+ HNO; + 4HCIl — HAuCl,; + NO + 2H,0

(c) 2VOCl, — VOCI; + VOCI

(d) SO, + 4H" + 4Fe’™ — S + 4Fe* + 2H,0

(e) 2Cr0O,Cl, + 3H,0 — [Cr,04)*” 4+ 4Cl™ + 6H"

(f) [104]” +2I" + H,O0 — [105]” + 1, + 2[OH]

(g) 2KCl + SnCly — K, [SnClg]

(h) 2NO; + H,O — HNO, + HNO;
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Non-agueous media

TOPICS

Relative permittivity
Acid-base behaviour in non-aqueous solvents
Liquid ammonia

Liquid hydrogen fluoride

Sulfuric acid

8.1 Introduction

Although many inorganic reactions take place in aqueous
solution, water is not always a suitable solvent; some
reagents may react with H,O (e.g. the alkali metals) and
non-polar molecules are insoluble in water. This chapter
discusses non-aqueous solvents. The use of solvents other
than water is commonplace for the organic chemist, and
such compounds include dichloromethane, hexane, toluene
and ethers such as diethyl ether, 8.1, tetrahydrofuran, 8.2,
and diglyme, 8.3.

N L)

(8.1 (8.2)
0 o
e \/\O/\/ S~
(8.3)

These solvents are of significant use to the inorganic chemist,

but also available are more exotic solvents such as liquid

NH3, liquid SO,, H,SO,, BrF; and liquid salts such as
[pyBu][AICl,], 8.4.

Cl
< \ ‘\_\ /Alg««a
cl Cl

(8.4)

Fluorosulfonic acid
Bromine trifluoride
Dinitrogen tetraoxide

lonic liquids

Supercritical fluids

We can conveniently place non-aqueous solvents into the
following categories:

e protic solvents (e.g. HF, H,SO4, MeOH);
e aprotic solvents (e.g. N,Oy4, BrF;);
e coordinating solvents (e.g. MeCN, Et,O, Me,CO).

A protic solvent undergoes self-ionization (see Section 6.2) to
provide protons which are solvated. [f it undergoes self-
ionization, an aprotic solvent does so without the formation
of protons.

As we discuss the properties and uses of some non-aqueous
solvents, we must keep in mind that the extent to which
non-aqueous solvents can be used is limited by the fact
that many are highly reactive.

Quantitative data are scarce for non-aqueous media, and,
in solvents of relative permittivity lower than that of water,
data are difficult to interpret because of ion-association.
Although we shall make some general observations in this
chapter, no integrated treatment of inorganic chemistry in
non-aqueous solvents is yet possible, and much of our
discussion centres on the properties and uses of selected
individual solvents.

8.2 Relative permittivity

Before beginning a discussion of non-aqueous solvents, we
must define the relative permittivity, also referred to as the
dielectric constant, of a substance. In a vacuum, the Coulom-
bic potential energy of a system of two unit electronic
charges is given by equation 8.1 where ¢, is the (absolute)
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Fig. 8.1 Variation in the relative permittivity (dielectric
constant) of water as a function of temperature.

permittivity of a vacuum (8.854 x 10’12Fm71), e is the
charge on the electron (1.602 x 1072 C) and r is the
separation (in metres) between the point charges.

2
Coulombic potential energy = ¢

8.1
4mer (8.1)
If a material is placed between the charges, the force is
reduced by an amount that depends upon the relative
permittivity of the material. The new Coulombic potential
energy is given by equation 8.2 where ¢, is the relative
permittivity of the material. Since it is a relative quantity,
€, 1s dimensionless.
2
Coulombic potential energy =

drege,r (82)
For example, at 298 K, ¢, of water (the dielectric constant) is
78.7, but as Figure 8.1 shows, e, varies with temperature. A
value of 78.7 can be considered to be a ‘high’ value and from
equation 8.2, we see that in aqueous solution, the force
between two point charges (or two ions) is considerably
reduced compared with that in a vacuum. Thus we can
consider a dilute aqueous solution of a salt to contain
well-separated, non-interacting ions.

Table 8.1 lists dielectric constants for water and a
range of common organic solvents. The absolute permittivity

of a solvent is found using equation 8.3, but it is usual
to discuss solvent properties in terms of the relative
values.

Absolute permittivity of a material = g, (8.3)

Table 8.1 also gives the dipole moment of each solvent. In
general, the trend in values of dipole moments (1) follows
that in values of the relative permittivities for solvents
having related structures. Ion-solvent interactions are
favoured (e.g. to facilitate the dissolution of an ionic salt) by
using a solvent with a large dipole moment, but for maximum
effect, the solvent molecule should also be small, and both
ends of it should be able to interact with the ions in the same
way that water interacts with cations through the oxygen
atoms (see Figure 6.5) and with anions through the hydrogen
atoms. Thus, ammonia (¢, = 25.0, p = 1.47D) is a better
solvent (see Section 8.6) for ionic salts than dimethylsulfoxide
or nitromethane, even though these have ¢, values of 46.7 and
35.9, and dipole moments of 3.96 and 3.46 D, respectively.

8.3 Energetics of ionic salt transfer from
water to an organic solvent

In this section, we consider the changes in enthalpy and Gibbs
energy that accompany the transfer of simple ions from water
to some organic solvents of high relative permittivity. These
data provide us with an idea of the relative abilities of water
and these organic liquids to act as solvents with regard to
the ions considered. Since most organic liquids are soluble
in water to some extent, or are completely miscible with
water, thermodynamic data for the dissolution of salts are
usually obtained by considering the two solvents separately;
data for the transfer of ions (A unserG® and Agansier )
can be derived from the differences between the values
corresponding to the dissolution processes in the two solvents.
Our discussion centres on four organic solvents: methanol
(8.5), formamide (8.6), N,N-dimethylformamide (DMF, 8.7)

Table 8.1 Relative permittivity (dielectric constant) values at 298 K (unless otherwise stated) for selected organic solvents.
Solvent Formula? Relative permittivity, &, Dipole moment, . / debye
Formamide HC(O)NH, 109 (293 K) 3.73
Water H,O 78.7 1.85
Acetonitrile MeCN 37.5 (293 K) 3.92
N,N-Dimethylformamide (DMF) HC(O)NMe, 36.7 3.86
Nitromethane MeNO, 35.9 (303 K) 3.46
Methanol MeOH 32.7 1.70
Ethanol EtOH 243 1.69
Dichloromethane CH,Cl, 9.1 (293K) 1.60
Tetrahydrofuran C4HgO (structure 8.2) 7.6 1.75
Diethyl ether Et,O 4.3 (293K) 1.15
Benzene C¢Hg 2.3 0

Me = methyl; Et = ethyl.
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and acetonitrile (8.8), relative permittivities and dipole
moments for which are listed in Table 8.1.

NH2 NM62
/O\ / MeC N
HC HC eC=
Me H \\ \\
O O
(8.5) (8.6) (8.7) (8.8)

In an analogous approach to that discussed in Section 6.9,
we can make the assumption that very large ions such as
[PhyAs]" and [BPhy]™ have the same values of A apeerG°
and A unser HS. By considering a series of [PhyAs]X and
M[BPhy] salts (in conjunction with [PhyAs][BPhy]), it is
possible to obtain the thermodynamic data given in Table
8.2, where Aanster H® and Aypansier G° refer to the transfer
of the specified ion from water to the organic solvent. A
positive value of AyansierG° indicates an unfavourable
transfer, while a negative value corresponds to a favourable
process.

The data in Table 8.2 show that the large, non-polar
[PhyAs]™ and [BPh,] ™ ions are more solvated in each organic
solvent than in water; enthalpy and entropy effects both
contribute in the same direction. Alkali metal ions exhibit
no simple pattern of behaviour, although in each solvent,
values of Apanser H® and A pansier G° are less positive for the
alkali metal ions than for the halide ions. For the halide
ions, transfer from water to the organic media is thermo-
dynamically unfavourable, but we can go further than this
generalization. Methanol and formamide are capable of
forming hydrogen bonds between the H atoms of the OH
or NH, groups and the halide ions in solution; MeCN and
DMF do not possess this capability. Not only are the
values of AunsrerG® for the halide ion significantly more
positive for MeCN and DMF than for MeOH and
formamide, but the variation in values among the halide
ions is much greater. We may conclude that halide ions
(and F~ and Cl” in particular) are much less strongly
solvated in solvents in which hydrogen bonding is not

possible than in those in which hydrogen-bonded interactions
can form (this, of course, includes water). This difference is
the origin of the solvent dependence of reactions involving
halide ions. A well-known example is the bimolecular
reaction 8.4, for which the rate increases from X = F to I in
aqueous solution, but decreases in N,N-dimethylformamide.

CH;Br + X~ — CH;X + Br~ (X=F,Clorl) (84)

Fluoride ion in solvents with which it is not able to form
hydrogen bonds is sometimes described as ‘naked’, but
this term is misleading; in DMF, it still has a Gibbs energy
of solvation of about —400kJmol™' (=60kJmol™! less
negative than in water) and so is still very much less reactive
than in the gas phase.

8.4 Acid-base behaviour in non-aqueous
solvents

Strengths of acids and bases

When we dealt with acid—base behaviour in aqueous solution
in Chapter 6, we saw that the strength of an acid HX
(equation 8.5) depended upon the relative proton donor
abilities of HX and [H;0]".

HX(aq) + H,O(1) = [H;0]* (aq) + X (aq) (8.5)

Similarly, the strength of a base, B, in aqueous solution
depends upon the relative proton accepting abilities of B
and [OH]™ (equation 8.6).

B(aq) + H,O(l) = [BH]" (aq) + [OH] " (aq) (8.6)

Tabulated values of K, (or K;) generally refer to the
ionizations of acids in aqueous solution, and in stating that
‘HCI is a strong acid’, we assume an aqueous medium.
However, if HCI is dissolved in acetic acid, the extent of
ionization is far less than in water and HCI behaves as a
weak acid.

Table 8.2 Values of A unsrer HC and Apupsrer G for the transfer of ions from water to an organic solvent.

Ion Methanol Formamide N,N-Dimethylformamide Acetonitrile
Atransfer}I © Atransfer Go AtransferI{ ° Atransfer Go AtransferH ° Atransfer Go AtransferH © Atransfer Go
/kImol ! /kImol™! /kImol! /kJmol! /kImol ! /kJmol ! /kJmol ' /kJmol !

F~ 12 20 20 25 — ~60 - 71

Cl™ 8 13 4 14 18 48 19 42

Br™ 4 11 -1 11 1 36 8 31

I -2 7 =7 —15 20 -8 17

Lit 22 4 —6 —10 -25 —10 - 25

Na™® -20 8 —16 -8 -32 —10 —13 15

K* —19 10 —18 —4 —36 —10 -23 8

[Ph4As]+, [BPhy]~ -2 —-23 —1 24 —17 —38 —10 —-33
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Levelling and differentiating effects

Non-aqueous solvents that are good proton acceptors (e.g.
NHj3) encourage acids to ionize in them; thus, in a basic
solvent, all acids are strong. The solvent is said to exhibit a
levelling effect on the acid, since the strength of the dissolved
acid cannot exceed that of the protonated solvent. For
example, in aqueous solution, no acidic species can exist
that is a stronger acid than [H;O]*. In an acidic solvent
(e.g. MeCO,H, H,S0,), ionization of bases is facilitated;
most acids are relatively weak under these conditions, and
some even ionize as bases.

We noted above that HCI, when dissolved in acetic acid,
behaves as a weak acid. Hydrogen bromide and iodide
behave similarly but the extent of ionization of the three
hydrogen halides varies along the series: HI > HBr > HCI.
This contrasts with the fact that all three compounds are
classed as strong acids (i.e. fully ionized) in aqueous solution.
Thus, acetic acid exerts a differentiating effect on the acidic
behaviour of HCI, HBr and HI, whereas water does not.

'Acids’ in acidic solvents

The effects of dissolving ‘acids’ in acidic non-aqueous sol-
vents can be dramatic. When dissolved in H,SO,4, HCIO,
(for which pK, in aqueous solution is —8) is practically
non-ionized and HNOj; ionizes according to equation 8.7.

HNO; + 2H,S0, = [NO,]* + [H;0]" + 2[HSO,]~  (8.7)

Reaction 8.7 can be regarded as the summation of equilibria
8.8-8.10, and it is the presence of the nitrylion, [NO,]", that
is responsible for the use of an HNO;3; /H,SO,4 mixture in the
nitration of aromatic compounds.

HNO; + H,S0, = [H,NO;|™ + [HSO,4]~ (8.8)
[H,NOs)" = [NO,]" 4+ H,0 (8.9)
H,0 + H,S04 = [H;0]" 4 [HSO,4]~ (8.10)
These examples signify caution: just because we name a
compound an ‘acid’, it may not behave as one in non-aqueous

media. Later we consider superacid media in which even
hydrocarbons may be protonated (see Section 8.9).

Acids and bases: a solvent-oriented definition

A Bronsted acid is a proton donor, and a Brensted base
accepts protons. In aqueous solution, [H;O]" is formed
and in bulk water, self-ionization corresponds to the transfer
of a proton from one solvent molecule to another (equation
8.11) illustrating amphoteric behaviour (see Section 6.8).

2H,0 = [H;0]" + [OH]~ (8.11)
In liquid NH; (see Section 8.6), proton transfer leads to

the formation of [NH4]" (equation 8.12), and, in a liquid
ammonia solution, an acid may be described as a substance

" The nitryl ion is also called the nitronium ion.

that produces [NHy]" ions, while a base produces [NH,]~
ions.

2NH; = [NH4]"

ammonium ion

+ [NH,]™

amide ion

(8.12)

This solvent-oriented definition can be widened to include
behaviour in any solvent which undergoes self-ionization.

In a self-ionizing solvent, an acid is a substance that produces
the cation characteristic of the solvent, and a base is a
substance that produces the anion characteristic of the
solvent.

Liquid dinitrogen tetraoxide, N,O,4, undergoes the self-
ionization shown in equation 8.13. In this medium, nitrosyl
salts such as [NOJ[CIO,] behave as acids, and metal nitrates
(e.g. NaNO;) behave as bases.

N,O, = [NO]" + [NO;|~ (8.13)

In some ways, this acid—base terminology is unfortunate, since
there are other, more common descriptors (e.g. Bronsted,
Lewis, hard and soft). However, the terminology has been
helpful in suggesting lines of research for the study of
non-aqueous systems, and its use will probably continue.

8.5 Self-ionizing and non-ionizing
non-aqueous solvents

In the sections that follow, we shall consider selected
inorganic non-aqueous solvents in some detail. The solvents
chosen for discussion are all self-ionizing and can be divided
into two categories:

e proton containing (NH;, HF, H,SO,, HOSO,F);
e aprotic (BrF;, N,0y).

One notable exception to the solvents we shall study is liquid
SO,. The solvent-based definition of acids and bases
described above was first put forward for SO,, for which
the self-ionization process 8.14 was proposed.

2S0, = [SOJ*" + [SO;]*~ (8.14)

Unlike other self-ionization equilibria that we shall discuss,
reaction 8.14 requires the separation of doubly charged
ions, and on these grounds alone, the establishment of this
equilibrium must be considered improbable. Its viability is
also questioned by the fact that thionyl chloride, SOClI,
(the only reported acid in the solvent), does not exchange
338 or 'O with the liquid SO, solvent. Selected properties
of SO, are given in Table 8.3, and its liquid range is
compared with those of other solvents in Figure 8.2.
Liquid SO, is an effective, inert solvent for both organic
compounds (e.g. amines, alcohols, carboxylic acids, esters)
and covalent inorganic compounds (e.g. Br,, CS,, PCl;,
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Table 8.3 Selected physical properties of sulfur dioxide, SO,.

Property / units Value
Melting point /K 200.3
Boiling point /K 263.0
Density of liquid /gem ™ 1.43
Dipole moment / D 1.63

Relative permittivity 17.6 (at boiling point)

SOCl,, POCl;) and is quite a good ionizing medium for such
compounds as Phy;CCl (giving [Ph;C]"). It is also used for
the syntheses of some group 16 and 17 cationic species.
For example, [I5]* and [I5]" (equation 8.15) have been
isolated as the [AsFg]™ salts from the reactions of AsFj
and I, in liquid SO,, the product depending on the molar
ratio of the reactants. Reactions of selenium with AsFs (at
350K) or SbFs (at 250K) in liquid SO, have yielded the
salts [Se4][AsFg], and [Seg][SbFg], respectively.

liquid SO,

3AsFs + 51, 2[I5][AsF¢] + AsF, (8.15)

In addition to the examples given in this chapter, important
applications of non-aqueous solvents include the separation
of uranium and plutonium in nuclear technology (see Box
6.3), and the analytical separation of many metals. Super-
critical CO, is a non-aqueous solvent for which applications
are rapidly increasing in number, and we discuss this solvent
and other supercritical fluids in Section 8.13.

8.6 Liquid ammonia

Liquid ammonia has been widely studied, and in this section
we discuss its properties and the types of reactions that occur
in it, making comparisons between liquid ammonia and water.

Physical properties

Selected properties of NHj; are listed in Table 8.4 and are
compared with those of water; it has a liquid range of
44 3K (Figure 8.2). The lower boiling point than that of
water suggests that hydrogen bonding in liquid NHj is less

Table 8.4 Selected physical properties of NH; and H,O.

Property / units NH; H,0
Melting point /K 195.3 273.0
Boiling point /K 239.6 373.0
Density of liquid/gem ™ 0.77 1.00
Dipole moment / D 1.47 1.85
Relative permittivity 25.0 78.7

(at melting point)  (at 298 K)
Self-ionization constant 5.1 %107 1.0x 1071

Bromine trifluoride —
Dinitrogen tetraoxide —|
Fluorosulfuric acid
Hydrogen fluoride —
Sulfuric acid

Sulfur dioxide
Ammonia |

Water

T T T T T
200 300 400 500 600
Liquid range/K

Fig. 8.2 Liquid ranges for water and selected non-aqueous
solvents.

extensive than in liquid H,O, and this is further illustrated
by the values of A,,,H° (23.3 and 40.7 kJmol~! for NH;
and H,O respectively). This is consistent with the presence
of one lone pair on the nitrogen atom in NH; compared
with two on the oxygen atom in H,O.

The relative permittivity of NH; is considerably less than
that of H,O and, as a consequence, the ability of liquid NH;
to dissolve ionic compounds is generally significantly less
than that of water. Exceptions include [NH4]" salts, iodides
and nitrates which are usually readily soluble. For example,
Agl, which is sparingly soluble in water, dissolves easily in
liquid NHj; (solubility =206.8 g per 100g of NHj;), a fact
that indicates that both the Ag™ and I ions interact strongly
with the solvent; Ag" forms an ammine complex (see Section
22.12). Changes in solubility patterns in going from water to
liquid NHj; lead to some interesting precipitation reactions in
NH;. Whereas in aqueous solution, BaCl, reacts with
AgNO; to precipitate AgCl, in liquid NH;, AgCl and
Ba(NOs;), react to precipitate BaCl,. Most chlorides (and
almost all fluorides) are practically insoluble in liquid NHj.
Molecular organic compounds are generally more soluble
in NH; than in H,O.

Self-ionization

As we have already mentioned, liquid NH; undergoes
self-ionization (equation 8.12), and the small value of K
(Table 8.4) indicates that the equilibrium lies far over to
the left-hand side. The [NH4]" and [NH,]™ ions have ionic
mobilities approximately equal to those of alkali metal and
halide ions. This contrasts with the situation in water, in
which [H;0]" and [OH]  are much more mobile than
other singly charged ions.

Reactions in liquid NH;

We described above some precipitations that differ in liquid
NHj; and H,O. Equation 8.16 shows a further example; the
solubility of KCl is 0.04g per 100g NH;, compared with
34.4 g per 100 g H,O.

KNO; + AgCl — KCI + AgNO;

ppt

(8.16)



In water, neutralization reactions follow the general reaction
8.17. The solvent-oriented definition of acids and bases
allows us write an analogous reaction (equation 8.18) for a
neutralization process in liquid NHj.

Acid + Base — Salt + Water in aqueous solution

(8.17)

Acid + Base — Salt + Ammonia i liquid ammonia

(8.18)

Thus, in liquid NHj3, reaction 8.19 is a neutralization process
which may be followed by conductivity or potentiometry, or
by the use of an indicator such as phenolphthalein, 8.9. This
indicator is colourless but is deprotonated by a strong base
such as [NH,]™ to give a red anion just as it is by [OH]™ in
aqueous solution.

OH

(8.9)
NH,Br + KNH, — KBr + 2NH;

(8.19)

Liquid NHj is an ideal solvent for reactions requiring a
strong base, since the amide ion is strongly basic.

As we discussed in Section 8.4, the behaviour of ‘acids’ is
solvent-dependent. In aqueous solution, sulfamic acid,
H,NSO,OH, 8.10, behaves as a monobasic acid according
to equation 8.20, but in liquid NHjs it can function as a
dibasic acid (equation 8.21).

O

S 1y
% /\N NHZ
OH
(8.10)

(¢}

H,NSO,0H (aq) + H,0(])

= [H;0]" (aq) + [H,NSO,0] (aq) K, =1.01 x 107"

(8.20)

H,NSO,OH + 2KNH, — K,[HNSO,0] + 2NH;  (8.21)

The levelling effect of liquid NH; means that the strongest
acid possible in this medium is [NH4]". Solutions of
ammonium halides in NH; may be used as acids, for example
in the preparation of silane or arsane (equations 8.22 and
8.23). Germane, GeHy, can be prepared from Mg,Ge in a
reaction analogous to the preparation of SiHy.

Mg, Si + 4NH,Br — SiH, + 2MgBr, + 4NH; (8.22)

Na3As + 3NH,Br — AsH; + 3NaBr + 3NH; (8.23)
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A saturated solution of NH4NOj; in liquid NH; (which
has a vapour pressure of less than 1bar even at 298 K)
dissolves many metal oxides and even some metals; nitrate
to nitrite reduction often accompanies the dissolution of
metals. Metals that form insoluble hydroxides under
aqueous conditions, form insoluble amides in liquid NHj,
e.g. Zn(NH,),. Just as Zn(OH), dissolves in the presence
of excess hydroxide ion (equation 8.24), Zn(NH,), reacts
with amide ion to form soluble salts containing anion 8.11
(equation 8.25).

excess [OH] ™~

Zn** + 2[OH]” — Zn(OH), [Zn(OH),)*~
(8.24)
excess [NH,]
Zn** +2[NH,|” — Zn(NH,), [Zn(NH,),]*"
(8.25)

NH,

Zn
/ ’/,,/
HoN \ NH,

NH,
8.11)

Parallels can be drawn between the behaviour of metal
nitrides in liquid NH; and that of metal oxides in aqueous
media. Many similar analogies can be drawn.

Complex formation between Mg®" and NH; leads to
[Mg(NH;)sJ*", isolated as [Mg(NH;)]Cl,. Similarly, in
liquid NH3, CaCl, forms [Ca(NH;3)¢]Cl, and this is the
reason that anhydrous CaCl, (which readily absorbs water,
see Section 11.5) cannot be used to dry NH;. Ammine
complexes such as [Ni(NH3)s]*" can be prepared in aqueous
solution by the displacement of aqua ligands by NHj;. Not all
hexaammine complexes are, however, directly accessible by
this method. Two examples are [V(NH;)s*" and
[Cu(NH;)e]**. The ion [V(H,0)¢J*" is readily oxidized in
aqueous solution, making the preparation of V(II)
complexes in aqueous conditions difficult. In liquid NHj, dis-
solution of VI, gives [V(NHj;)4]I, containing the octahedral
[V(NH;)s*" ion. The [Cu(NH;)4]*" ion is not accessible in
aqueous solution (see Figure 20.29) but can be formed in
liquid NH;.

Solutions of s-block metals in liquid NH3

All of the group 1 metals and the group 2 metals Ca, Sr and
Ba dissolve in liquid NH; to give metastable solutions from
which the group 1 metals can be recovered unchanged. The
group 2 metals are recoverable as solids of composition
[M(NHj3)g]. Yellow [Li(NH3)4] and blue [Na(NH;3),4] may
also be isolated at low temperatures.

Dilute solutions of the metals are bright blue, the colour
arising from the short wavelength tail of a broad and intense
absorption band in the infrared region of the spectrum.
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The electronic spectra in the visible region of solutions of all
the s-block metals are the same, indicating the presence of a
species common to all the solutions: this is the solvated
electron (equation 8.26).

dissolve in liquid NH3

M*(solv) + e~ (solv) (8.26)

Each dilute solution of metal in liquid NH; occupies a
volume greater than the sum of the volumes of the metal
plus solvent. These data suggest that the electrons occupy
cavities of radius 300-400 pm. Very dilute solutions of the
metals are paramagnetic, and the magnetic susceptibility
corresponds to that calculated for the presence of one free
electron per metal atom.

As the concentration of a solution of an s-block metal in
liquid NHj increases, the molar conductivity initially
decreases, reaching a minimum at ~0.05moldm ™. There-
after, the molar conductivity increases, and in saturated
solutions is comparable with that of the metal itself. Such
saturated solutions are no longer blue and paramagnetic,
but are bronze and diamagnetic; they are essentially ‘metal-
like’ and have been described as expanded metals. The
conductivity data can be described in terms of:

process 8.26 at low concentrations;

e association of M'(solv) and e (solv) at concentrations
around 0.05moldm™>;

e metal-like behaviour at higher concentrations.

However, in order to rationalize the fact that the magnetic
susceptibilities of solutions decrease as the concentration
increases, it is necessary to invoke equilibria 8.27 at higher
concentrations.

2M* (solv) + 2e (solv) = M, (solv) } (8.27)

M(solv) 4+ e (solv) = M (solv)

The blue solutions of alkali metals in liquid NH; decompose
very slowly, liberating H, (equation 8.28) as the solvent is
reduced.

2NH; + 2¢~ —= 2[NH,]~ + H, (8.28)

Although reaction 8.28 is thermodynamically favoured,
there is a significant kinetic barrier. Decomposition is
catalysed by many d-block metal compounds, e.g. by stirring
the solution with a rusty Fe wire. Ammonium salts (which
are strong acids in liquid NHj) decompose immediately
(equation 8.29).

2[NH,]* +2¢~ — 2NH; + H, (8.29)

Dilute solutions of alkali metals in liquid NH; have many
applications as reducing agents; reactions 8.30 to 8.34 (in
which e™ represents the electron generated in reaction 8.26)
provide examples and others are mentioned later in the
book. In each of reactions 8.30-8.34, the anion shown is
isolated as an alkali metal salt, the cation being provided
from the alkali metal dissolved in the liquid NHj.

2GeH, + 2¢~ — 2[GeH;]” + H, (8.30)

Fig. 8.3 The Zintl ion [Sn5]27 has a trigonal bipyramidal
cluster structure.

02 —+ e — [02]7 (831)
superoxide ion

0, +2 — [0, (8.32)
peroxide ion

[MnO4]~ +e~ — [MnO4*~ (8.33)

[Fe(CO)s] + 2¢~ — [Fe(CO),)* + CO (8.34)

Early synthetic routes to Zintl ions (see Section 13.7)
involved reduction of Ge, Sn or Pb in solutions of Na in
liquid NH;. The method has been developed with the
addition of the macrocyclic ligand cryptand-222 (crypt-
222) (see Section 10.8) which encapsulates the Na™ ion
and allows the isolation of salts of the type [Na(crypt-
222)],[Sns] (equation 8.35). Zintl ions produced in this
way include [Sns]*~ (Figure 8.3), [Pbs]*”, [Pb,Sb,]*",
[Bi,Sn,|*, [Geo]*™, [Gey]*™ and [SnyTI*~.

Nainliquid NH;
Sn NaSnj g_;7
Zintl phase
2,2,2-crypt

in 1,2-ethanediamine

[Na(crypt-222)],[Sns] (8.35)

A further development in the synthesis of Zintl ions has been
to use the reactions of an excess of Sn or Pb in solutions of Li
in liquid NH;. These reactions give [Li(NH;),]" salts of
[Sn9]47 and [Pb9]47, and we discuss these Zintl ions further
in Section 13.7.

The group 2 metals Ca, Sr and Ba dissolve in liquid NH;
to give bronze-coloured [M(NH3),] species, and for M = Ca,
neutron diffraction data confirm the presence of octahedral
[Ca(NDj3)g]. Although pale blue solutions are obtained
when Mg is added to NHj, complete dissolution is not
observed and no ammine adducts of Mg have been isolated
from these solutions. However, combining an Hg/Mg
(22:1 ratio) alloy with liquid NH; produces crystals of
[Mg(NH3)¢Hgy] which contain octahedral [Mg(NHj3)e]
units, hosted within an Hg lattice. This material is super-
conducting (see Section 27.4) with a critical temperature,
T., of 3.6 K.



Table 8.5 Selected standard reduction potentials (298 K) in
aqueous and liquid ammonia media; the concentration of each
solution is 1 moldm™>. The value of E° = 0.00V for the H*/
H, couple is defined by convention.

Reduction half-equation E°/V E°/V

in aqueous  in liquid

solution ammonia
Lit+e = Li —3.04 —2.24
K'+e =K -2.93 —1.98
Na' +e¢ = Na -2.71 ~1.85
Zn*t +2¢” = Zn —0.76 —0.53
2H" +2¢~ = H, (g, 1bar) 0.00 0.00
Cu*" +2¢ = Cu +0.34 +0.43
AgT+e” = Ag +0.80 +0.83

Redox reactions in liquid NH;

Reduction potentials for the reversible reduction of metal
ions to the corresponding metal in aqueous solution and in
liquid NHj are listed in Table 8.5. Note that the values
follow the same general trend, but that the oxidizing ability
of each metal ion is solvent-dependent. Reduction potentials
for oxidizing systems cannot be obtained in liquid NH;
owing to the ease with which the solvent is oxidized.

Information deduced from reduction potentials, and from
lattice energies and solubilities, indicates that H" and d-
block M”"" ions have more negative absolute standard
Gibbs energies of solvation in NH; than in H,O; for alkali
metal ions, values of Ay, G° are about the same in the two
solvents. These data are consistent with the observation
that the addition of NHj to aqueous solutions of d-block
M"" jons results in the formation of ammine complexes
such as [M(NH;)e]"" whereas alkali metal ions are not
complexed by NH;.

CHEMICAL AND THEORETICAL BACKGROUND
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8.7 Liquid hydrogen fluoride

Physical properties

Hydrogen fluoride attacks silica glass (equation 8.36) thereby
corroding glass reaction vessels, and it is only relatively
recently that HF has found applications as a non-aqueous
solvent. It can be handled in polytetrafluoroethene (PTFE)
containers, or, if absolutely free of water, in Cu or Monel
metal (a nickel alloy) equipment.

4HF + SiO, — SiF, + 2H,0 (8.36)

Hydrogen fluoride has a liquid range from 190 to 292.5K
(Figure 8.2); the relative permittivity is 84 at 273 K, rising
to 175 at 200K. Liquid HF undergoes self-ionization
(equilibrium 8.37), for which K ~ 2 x 1072 at 273 K.

3JHF = [H,F]" + [HF,]~ (8.37)

fluoronium ion difluorohydrogenate(1—)
ion or hydrogendifluoride ion

The difference in electronegativities of H (¥ = 2.2) and F
(x" = 4.0) results in the presence of extensive intermolecular
hydrogen bonding in the liquid. Chains and rings of various
sizes are formed, and some of these, e.g. cyclic (HF)g, persist
in the vapour.

Acid-base behaviour in liquid HF

Using the solvent-oriented definition that we introduced in
Section 8.4, a species that produces [H,F]" ions in liquid
HF is an acid, and one that produces [HF,]™ is a base.

Many organic compounds are soluble in liquid HF, and in
the cases of, for example, amines and carboxylic acids,
protonation of the organic species accompanies dissolution
(equation 8.38). Proteins react immediately with liquid HF,
and it produces very serious skin burns.

MeCO,H + 2HF — [MeC(OH),|" + [HF,]~ (8.38)

Box 8.1 The structure of the [HF,]™ anion

The single crystal structures of a number of salts containing
[HF,]~ or [DF,]” (i.e. deuterated species) have been
determined by X-ray or neutron diffraction techniques;
these include [NHy|[HF,], Na[HF,]|, K[HF,|, Rb[HF,],
CS[HFz] and Tl[HFz]

The anion is linear, and its formation is a consequence of the
H and F atoms being involved in strong hydrogen bonding:

[F—H—F }

In the solid state structures reported, the F---F distance is
~227pm. This value is greater than twice the H—F bond
length in HF (2 x 92pm), but an H--.-F hydrogen bond
will always be weaker and longer than a two-centre covalent
H—F bond. However, comparison of the values gives some
indication of the strength of the hydrogen bonding in
[HF,]". (See also Figures 4.29 and 8.4.)
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138pm

94pm

(@)

85pm

150pm
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Fig. 8.4 The structures of the anions (a) [H,F;3]” and (b) [H3F4] ", determined by low-temperature X-ray diffraction for the
[Me,NJ* salts. The distances given are the average values for like internuclear separations; the experimental error on each
distance is £3-6 pm [D. Mootz et al. (1987) Z. Anorg. Allg. Chem., vol. 544, p. 159]. Colour code: F, green; H, white.

Most inorganic salts are converted to the corresponding
fluorides when dissolved in liquid HF, but only a few of
these are soluble. Fluorides of the s-block metals, silver
and thallium(I) dissolve to give salts such as K[HF,] and
K[H,F;], and thus exhibit basic character. Similarly, NH4F
is basic in liquid HF. Studies of the Me;NF—HF system
over a range of compositions and temperatures reveal the
formation of the compounds of composition Me,;NF-nHF
(n=2, 3, 5 or 7). X-ray diffraction studies for compounds
with n =2, 3 or 5 have confirmed the structures of [H,F;]~
(Figure 8.4a), [H3F,4]~ (Figure 8.4b) and [HsF4] ™, in which
strong hydrogen bonding is an important feature (see
Section 9.6).

Among molecular fluorides, CF, and SiF, are insoluble in
liquid HF, but F~ acceptors such as AsF5 and SbF5 dissolve
according to equation 8.39 to give very strongly acidic solu-
tions. Less potent fluoride acceptors such as BF; function as
weak acids in liquid HF (equation 8.40); PFs behaves as a
very weak acid (equation 8.41). On the other hand, CIF;
and BrF; act as F~ donors (equation 8.42) and behave as
bases.

EFs + 2HF = [H,F]" + [EFs]- E = AsorSb (8.39)
BF; + 2HF = [H,F]" + [BF,]” (8.40)
PF;s + 2HF = [H,F]" + [PF¢]~ (8.41)
BI‘F3 + HF = [BIF2]+ + [HFz}_ (842)

Few protic acids are able to exhibit acidic behaviour in liquid
HF, on account of the competition between HF and the
solute as H™ donors; perchloric acid and fluorosulfonic
acid (equation 8.43) do act as acids.

HOSO,F + HF = [H,F]" + [SO;F]~ (8.43)
With SbFs, HF forms a superacid (equation 8.44) which is

capable of protonating very weak bases including hydro-
carbons (see Section 8.9).

2HF + SbFs = [H,F]" + [SbF,]~ (8.44)

Electrolysis in liquid HF

Electrolysis in liquid HF is an important preparative route to
both inorganic and organic fluorine-containing compounds,
many of which are difficult to access by other routes. Anodic
oxidation in liquid HF involves half-reaction 8.45 and with
NH4F as substrate, the products of the subsequent fluorina-
tion are NFH,, NF,H and NF;.

2P =F, + 2 (8.45)

Anodic oxidation of water gives OF,, of SCl, yields SF, of
acetic acid yields CF;CO,H and of trimethylamine produces
(CF3)3N.

8.8 Sulfuric acid

Physical properties

Selected physical properties of H,SO, are given in Table 8.6;
it is a liquid at 298 K, and the long liquid range (Figure 8.2)
contributes towards making this a widely used non-aqueous
solvent. Disadvantages of liquid H,SO, are its high viscosity
(27 times that of water at 298 K) and high value of A, H°.
Both these properties arise from extensive intermolecular
hydrogen bonding, and make it difficult to remove the
solvent by evaporation from reaction mixtures. Dissolution

Table 8.6  Selected physical properties of sulfuric acid, H,SOy,.

Property / units Value
Melting point / K 283.4
Boiling point /K ~603
Density of liquid /gem ™ 1.84

Relative permittivity
Self-ionization constant

110 (at 292K)
2.7 x 107* (at 298 K)




of a solute in H,SOy is favourable only if new interactions
can be established to compensate for the loss of the extensive
hydrogen bonding. Generally, this is possible only if the
solute is ionic.

The value of the equilibrium constant for the self-
ionization process 8.46 is notably large. In addition, other
equilibria such as 8.47 are involved to a lesser extent.
2H,S0, = [H3SO4]" +  [HSO,]”

hydrogensulfate(1—)
ion

Ker = 2.7 x 107 (8.46)

2H,S0, = [H;0]" + [HS,0]”
8.12

.

S\\O

Kep=51x10"°

S
o \ N0

OH o
(8.12)

Acid-base behaviour in liquid H,SO4

Sulfuric acid is a highly acidic solvent and most other ‘acids’
are neutral or behave as bases in it; we have already noted the
basic behaviour of HNOj. Initial proton transfer (equation
8.8) leads to the formation of the ‘protonated acid’
[H,NO;]", and in such cases, the resulting species often
eliminates water (equation 8.9). Protonation of H,O follows
(equation 8.10).

The nature of such reactions can be examined by an
ingenious combination of cryoscopic and conductivity
measurements. Cryoscopy gives v, the total number of
particles produced per molecule of solute. The ionic
mobilities” of [H;SO,]" and [HSO,4]™ are very high, and
the conductivity in H,SO, is almost entirely due to the
presence of [H3SO4]" and/or [HSO,]”. These ions carry
the electrical current by proton-switching mechanisms, thus
avoiding the need for migration through the viscous solvent.
Conductivity measurements tell us ~, the number of
[H3S0,]* or [HSO,]” ions produced per molecule of
solute. For a solution of acetic acid in H,SOy,, experiment
shows that v = 2 and v = 1, consistent with reaction 8§.48.

MeCO,H + H,S0, — [MeC(OH),|" + [HSO,]~ (8.48)
For nitric acid, v = 4 and v = 2 corresponding to reaction

8.49, and for boric acid, v = 6 and ~ = 2, consistent with
reaction 8.50.

HNOj; + 2H,S0; — [NO,]* + [H;0]" + 2[HSO,]~ (8.49)
H;3BO; + 6H,SO, — [B(HSO,)4]” + 3[H;0]" + 2[HSO,]
(8.50)

T For discussions of ion transport see: P. Atkins and J. de Paula (2002)
Atkins’ Physical Chemistry, 7Tth edn, Oxford University Press, Oxford,
Chapter 24; J. Burgess (1999) lons in Solution: Basic Principles of Chemi-
cal Interactions, 2nd edn, Horwood Publishing, Westergate, Chapter 2.
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For the [B(HSO,),]” ion (8.13) to be formed, H[B(HSO,),]
must act as a strong acid in H,SOy solution; H[B(HSOy),] is
a stronger acid even than HSO;F (see Section 8.9). The ioni-
zation constants (in H,SOy4) for HSO3F and H[B(HSOy),]
are 3 x 107> and 0.4, respectively.

HO3S
30N

(‘)
HO5S B SOz;H
3 \O/ \\0/ 3

O

TS0;H
(8.13)

The species ‘H[B(HSO,)4]” has not been isolated as a pure
compound, but a solution of this acid can be prepared by dis-
solving boric acid in oleum (equation 8.51) (see Section 15.9)
and can be titrated conductometrically against a solution of
a strong base such as KHSO, (equation 8.52).

H;BO; + 2H,S0, + 3S0; — [H3S0,]" + [B(HSOy),]~
(8.51)

H[B(HSO,)4] + KHSO, — K[B(HSO,),] + H,SO, (8.52)
In a conductometric titration, the end point is found by
monitoring changes in the electrical conductivity of the
solution.*

Few species function as strong acids in H,SO, medium;
perchloric acid (a potent acid in aqueous solution) is
essentially non-ionized in H,SO, and behaves only as a
very weak acid.

In some cases (in contrast to equation 8.48), the cations
formed from carboxylic acids are unstable, e.g. HCO,H
and H,C,0, (equation 8.53) decompose with loss of CO.

CO,H
| + H,SO; — CO +CO; + [H;0]* + [HSO,I-
CO,H

(8.53)

8.9 Fluorosulfonic acid

Physical properties

Table 8.7 lists some of the physical properties of fluoro-
sulfonic acid,” HSO3F, 8.14; it has a relatively long liquid
range (Figure 8.2) and a high dielectric constant. It is far

! For an introduction to conductometric titrations, see: C.E. Housecroft
and E.C. Constable (2002) Chemistry, 2nd edn, Prentice Hall, Harlow,
Chapter 18.

* Fluorosulfonic acid is also called fluorosulfuric acid, and the TUPAC
name is hydrogen fluorotrioxosulfate.
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Table 8.7 Selected physical properties of fluorosulfonic acid,

HSO;F.
Property / units Value
Melting point / K 185.7
Boiling point / K 438.5
Density of liquid /gem ™ 1.74

Relative permittivity

120 (at 298 K)

Self-ionization constant 4.0 x 107 (at 298 K)

less viscous than H,SOy (by a factor of &16) and, like H,SO,
but unlike HF, can be handled in glass apparatus.

(0]
I

S/l
~~"\""""OH
\F

(0)

(8.14)
Equation 8.54 shows the self-ionization of HSO;F.

2HSO;F = [H,SO;F]" + [SO5F]~ (8.54)

Superacids

Extremely potent acids, capable of protonating even
hydrocarbons, are termed superacids and include mixtures
of HF and SbFs (equation 8.44) and HSO;F and SbF;
(equation 8.55). The latter mixture is called magic acid (one
of the strongest acids known) and is available commercially
under this name. Antimony(V) fluoride is a strong Lewis acid
and forms an adduct with F~ (from HF) or [SO;F]™ (from
HSO;F). Figure 8.5 shows the crystallographically deter-
mined structure of the related adduct SbFsOSO(OH)CF;.

2HSO,F + SbFs = [H,SO;F]" + [FsSbOSO,F]~  (8.55)
8.15
F
Fry L F
F’Tb‘F
o F
\ Yy e
s/
",
(6] ‘0

(8.15)

Equilibrium 8.55 is an over-simplification of the SbFs—
HSO;F system, but represents the system sufficiently for
most purposes. The species present depend on the ratio of
SbFs:HSO3F, and at higher concentrations of SbFs, species
including [SbF¢]~, [SbyF|;]*", HS,O4F and HS;OF may
exist.

In superacidic media, hydrocarbons act as bases, and
this is an important route to the formation of carbenium

Fig. 8.5 The solid state structure (X-ray diffraction) of

SbFsOSO(OH)CF; [D. Mootz et al. (1991) Z.
Naturforsch., Teil B, vol. 46, p. 1659]. Colour code: Sb,
brown; F, green; S, yellow; O, red; C, grey; H, white.

jons;" e.g. deprotonation of 2-methylpropane yields the

trimethylcarbenium ion (equation 8.56). Phosphorus(I1I)
halides can be converted to phosphonium cations [HPX;]",
carbonic acid to the unstable cation [C(OH);]", and
Fe(CO)s to [HFe(CO)s] ™.

Me;CH + [H,SO;F]" — [Me;C]" + H, + HSO;F
generated in
magic acid

(8.56)

8.10 Bromine trifluoride

In this and the next section, we consider two aprotic non-
aqueous solvents.

Physical properties

Bromine trifluoride is a pale yellow liquid at 298 K; selected
physical properties are given in Table 8.8 and the compound
is discussed again in Section 16.7. Bromine trifluoride is
an extremely powerful fluorinating agent and fluorinates
essentially every species that dissolves in it. However,
massive quartz is kinetically stable towards BrF; and the
solvent can be handled in quartz vessels. Alternatively,
metal (e.g. Ni) containers can be used; the metal surface
becomes protected by a thin layer of metal fluoride.

The proposed self-ionization of BrF; (equation 8.57) has
been substantiated by the isolation and characterization of
acids and bases, and by conductometric titrations of them
(see below). Using the solvent-based acid—base definitions,
an acid in BrF; is a species that produces [BrF,|" (8.16),
and a base is one that gives [BrF,]™ (8.17).

2BrF; = [BrF,]" + [BrF,]~ (8.57)

"A carbenium ion is also called a carbocation; the older name of
carbonium ion is also in use.



Table 8.8 Selected physical properties of bromine trifluoride,
BI'F3‘

Property / units Value
Melting point / K 281.8
Boiling point / K 408
Density of liquid / gem ™ 2.49
Relative permittivity 107

Self-ionization constant 8.0 x 107* (at 281.8K)

B Fu, o F
F F
F” Vg

(8.16) (8.17)

Behaviour of fluoride salts and molecular
fluorides in BrF;

Bromine trifluoride acts as a Lewis acid, readily accepting
F~. When dissolved in BrF;, alkali metal fluorides, BaF,
and AgF combine with the solvent to give salts containing
the [BrF,]™ anion, e.g. K[BrFy4] (equation 8.58), Ba[BrF,],
and Ag[BrF,]. On the other hand, if the fluoride solute is a
more powerful F~ acceptor than BrFj, salts containing
[BrF,]" may be formed, e.g. equations 8.59-8.61.

KF + BrF; — K" + [BrFy]~ (8.58)
SbFs + BrF; — [BrF,]" + [SbF¢]~ (8.59)
SnF, + 2BrF; — 2[BrF,]" + [SnFg)*~ (8.60)
AuF; + BrF; — [BrF,]" + [AuF,]” (8.61)

Conductometric measurements on solutions containing
[BrF,][SbF¢] and Ag[BrF,], or [BrF,],[SnF¢] and K[BrF,]
exhibit minima at 1:1 and 1:2 molar ratios of reactants
respectively. These data support the formulation of neutrali-
zation reactions 8.62 and 8.63.

[BrF,|[SbF4] + Ag[BrF4] — Ag[SbF¢] + 2BrF; (8.62)
acid base
[BI‘F2]2[SHF()] + 2K[BI‘F4] — KZ [SHF(,] + 4BI'F3 (863)

acid base
Reactions in BrFs

Much of the chemistry studied in BrF; media involves fluor-
ination reactions, and the preparation of highly fluorinated
species. For example, the salt Ag[SbF¢] can be prepared in
liquid BrF; from elemental Ag and Sb in a 1:1 molar ratio
(equation 8.64), while K,[SnFg] is produced when KCI and
Sn are combined in a 2:1 molar ratio in liquid BrF; (equation
8.65).

in BrF;

Ag+Sb Ag[SbF] (8.64)

in BrF;

2KCl + Sn

K,[SnF] (8.65)
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In contrast to the situation for H,SO,4, where we noted that
it is difficult to separate reaction products from the solvent by
evaporation, BrF; can be removed in  vacuo
(A pH® = 47.8k] mol™"). The syntheses of many other
inorganic fluoro-derivatives can be carried out in a similar
manner to reactions 8.64 or 8.65, and equations 8.66-8.69
give further examples.

in BrF;
Ag+ Au Ag[AuF,] (8.60)
in BrF;
KCl + VCl, K[VFg] (8.67)
in BrF;
2CINO + SnCl, [NOJ,[SnF] (8.68)
in BrF;
Ru + KCl K[RuFg] (8.69)

Some of the compounds prepared by this method can also be
made using F, as the fluorinating agent, but use of F,
generally requires higher reaction temperatures and the
reactions are not always as product-specific.

Non-aqueous solvents that behave similarly to BrF; in
that they are good oxidizing and fluorinating agents include
CIF;, BrFs and IFs.

8.11 Dinitrogen tetraoxide

Physical properties

The data in Table 8.9 and Figure 8.2 emphasize the very
short liquid range of N,O,. Despite this and the low relative
permittivity (which makes it a poor solvent for most
inorganic compounds), the preparative uses of N,Oy, justify
its inclusion in this chapter.

N,0, = [NOJ" + [NO;]~ (8.70)

The proposed self-ionization process for N,O, is given in
equation 8.70, but conductivity data indicate that this can
occur only to an extremely small extent; physical evidence
for this equilibrium is lacking. However, the presence of
[NO;]™ in the solvent is indicated by the rapid exchange of
nitrate ion between liquid N,O4 and [Et4N][NOs] (which is
soluble owing to its very low lattice energy). In terms of
the solvent-oriented acid—base definition, acidic behaviour

Table 8.9 Selected physical properties of dinitrogen tetra-
OXide, N204.

Property / units Value
Melting point / K 261.8
Boiling point /K 294.2

Density of liquid / gem ™
Relative permittivity

1.49 (at 273K)
2.42 (at 291K)
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Box 8.2 Liquid N,O, as a fuel in the Apollo missions

During the Apollo Moon missions, a fuel was needed that was
suitable for landing on, and taking off from, the Moon’s
surface. The fuel chosen was a mixture of liquid N,O,4 and
derivatives of hydrazine (N,H,). Dinitrogen tetraoxide is a
powerful oxidizing agent and contact with, for example,
MeNHNH, leads to immediate oxidation of the latter:

5N,0, + 4MeNHNH, — 9N, + 12H,0 + 4CO,

in N,O, is characterized by the production of [NO]*, and
basic behaviour by the formation of [NO;]™. This termin-
ology assumes the operation of equilibrium 8.70. A few
reactions in liquid N,O, can be rationalized in terms of
equilibrium 8.71, but there is no physical evidence to confirm
this proposal.

N,O, = [NO,]" 4 [NO,|~ (8.71)

Reactions in N,O,4

Reactions carried out in liquid N,O, generally utilize the fact
that N,Oy, is a good oxidizing (see Box 8.2) and nitrating
agent. Electropositive metals such as Li and Na react in
liquid N,O, liberating NO (equation 8.72).

Li + N,O, — LiNO; + NO (8.72)

Less reactive metals may react rapidly if CINO, [Et;N][NOs]
or an organic donor such as MeCN is present. These
observations can be explained as follows.

e CINO can be considered to be a very weak acid in liquid
N,0O4, and hence encourages reaction with metals
(equation 8.73).

inliquid N,Oy4
Sn + 2CINO SnCl, 4+ 2NO (8.73)

e [EtyN][NO;] functions as a base in liquid N,O4 and
its action on metals such as Zn and Al arises from
the formation of nitrato complexes (equation 8.74)
analogous to hydroxo complexes in an aqueous system;
Figure 8.6 shows the structure of [Zn(NO;),J*".

/n =+ 2[Et4N} [NO:;] + 2N204
—= [EtyN];[Zn(NO3),] + 2NO

(8.74)

e Organic donor molecules appear to facilitate reactions
with metals by increasing the degree of self-ionization
of the solvent as a result of adduct formation with the
[NO]* cation; e.g. Cu dissolves in liquid N,O,/MeCN
according to equation 8.75, and Fe behaves similarly,
dissolving to give [NOJ[Fe(NOj3),].

in presence of MeCN

Cu —+ 3N204 [NO] [Cu(NO3)3} + 2NO

(8.75)

The reaction is highly exothermic, and at the operating
temperatures, all products are gases.

Safety is of utmost importance; the fuels clearly must not
contact each other before the required moment of landing
or lift-off. Further, MeNHNH, is extremely toxic.

The presence of [NOJ* cations in compounds such as
[NOJ[Cu(NOs);], [NOJ[Fe(NO3)4], [NOJ[Zn(NO;),] and
[NOJ,[Mn(NO3),] is confirmed by the appearance of a
characteristic absorption (vno) at #2300 cm ™" in the infrared
spectra of the complexes.

Just as hydrolysis of a compound may occur in water (see
Section 6.7), solvolysis such as reaction 8.76 can take place
in liquid N,Oy. Such reactions are of synthetic importance
as routes to anhydrous metal nitrates.

In many of the reactions carried out in liquid N,Oy,, the
products are solvates, for example [Fe(NOs)3]-1.5N,0,,
[Cu(NO;3)2]-NyO4,  [S¢(NO;),]-2N,04  and  [Y(NO;)s]-
2N,0y4. Such formulations may, in some cases, be correct,
with molecules of N,O, present, analogous to water
molecules of crystallization in crystals isolated from an
aqueous system. However, the results of X-ray diffraction

Fig. 8.6 The solid state structure (X-ray diffraction) of

the [Zn(NOs),]*~ anion in the salt [PhyAs],[Zn(NO3),].
Each [NO;]™ ligand is coordinated to the Zn(II) centre
through two O atoms, with one short (average 206 pm) and
one long (average 258 pm) Zn—O interaction [C. Bellitto ez al.
(1976) J. Chem. Soc., Dalton Trans., p. 989]. Colour code: Zn,
brown; N, blue; O, red.



studies on some solvated compounds illustrate the
presence, not of N,O4 molecules, but of [NO]* and [NO;]~
ions. Two early examples to be crystallographically charac-
terized were [Sc(NOj3);]-2N,0, and [Y(NOj3);3]-:2N,0y,
for which the formulations [NOJ,[Sc(NOs)s] and
[NOJ,[Y(NOs)s] were confirmed. In the [Y(NO;)s]*~ anion,
the Y(III) centre is 10-coordinate with didentate nitrato
ligands, while in [Sc(NO;)s]*, the Sc(IIl) centre is 9-
coordinate with one [NO3|™ ligand being monodentate (see
also Section 24.7).

8.12 lonic liquids

The use of ionic liquids (also called molten or fused salts) as
reaction media is a relatively new area, although molten
conditions have been well established in industrial processes
(e.g. the Downs process, Figure 10.1) for many years. While
some ‘molten salts’ are hot as the term suggests, others
operate at ambient temperatures and the term ‘ionic liquids’
is more appropriate. This section provides only a brief
introduction to an area which has implications for green
chemistry (see Box 8.3).

The term eutectic is commonly encountered in this
field. The reason for forming a eutectic mixture is to provide
a molten system at a convenient working temperature. For
example, the melting point of NaCl is 1073K, but is
lowered if CaCl, is added as in the Downs process.

A eutectic is a mixture of two substances and is characterized
by a sharp melting point lower than that of either of the
components; a eutectic behaves as though it were a single
substance.

Molten salt solvent systems

When an ionic salt such as NaCl melts, the ionic lattice (see
Figure 5.15) collapses, but some order is still retained.
Evidence for this comes from X-ray diffraction patterns,
from which radial distribution functions reveal that the
average coordination number (with respect to cation—anion
interactions) of each ion in liquid NaCl is =4, compared
with 6 in the crystalline lattice. For cation—cation or
anion—anion interactions, the coordination number is
higher, although, as in the solid state, the internuclear
distances are larger than for cation—anion separations. The
solid-to-liquid transition is accompanied by an increase in
volume of ~10-15%. The number of ions in the melt can
be determined in a similar way to that described in Section
8.8 for H,SO, systems; in molten NaCl, v = 2.

Other alkali metal halides behave in a similar manner to
NacCl, but metal halides in which the bonding has a signifi-
cant covalent contribution (e.g. Hg(IT) halides) form melts
in which equilibria such as 8.77 are established. In the solid
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state, HgCl, forms a molecular lattice, and layer structures
are adopted by HgBr, (distorted CdlI, lattice) and Hgl,.

2HgBr, = [HgBr]" + [HgBr;]~ (8.77)

In terms of the solvent-oriented description of acid—base
chemistry in a non-aqueous solvent, equation 8.77 illustrates
that, in molten HgBr,, species producing [HgBr]" ions may
be considered to act as acids, and those providing
[HgBr3]™ ions function as bases. In most molten salts,
however, the application of this type of acid—base definition
is not appropriate.

An important group of molten salts with more convenient
operating temperatures contain the tetrachloroaluminate
ion, [AICl;]™; an example is an NaCl-Al,Clg mixture. The
melting point of Al,Clg is 463 K (at 2.5 bar), and its addition
to NaCl (melting point, 1073 K) results in a 1:1 medium with
a melting point of 446 K. In this and other Al,Clgs—alkali
metal chloride melts, equilibria 8.78 and 8.79 are established,
with the additional formation of [Al3Clyy]” (see Section
12.6).

AlLClg +2C1~ = 2[AICl,] (8.78)

2AICL]” = [ALCL]™ + CI- (8.79)

lonic liquids at ambient temperatures

Another well-established and useful system consists of
Al,Clg with an organic salt such as butylpyridinium chloride,
[pyBu]Cl; reaction 8.80 occurs to give [pyBu][AlCly], 8.4, and
in the molten state, the [Al,Cl;]™ ion, 8.18, is formed accord-
ing to equilibrium 8.79. In the solid state, X-ray diffraction
data for several salts illustrate that [Al,Cl;]” can adopt
either a staggered or an eclipsed conformation (Figure 8.7).
Raman spectroscopic data (see Box 3.1) have shown that
[ALL,Cl;]” is a more dominant species in molten Al,Cls—
[pyBu]Cl than in the Al,Clgs—alkali metal chloride systems.

AlLClg + 2[pyBu]Cl = 2[pyBu][AICl,] (8.80)

Cl
A A Y

o Al Al”/mcl

Cl Cl

(8.18)

The beauty of [pyBu][AICl4] and similar systems (see
below) is that they are conducting liquids below 373 K.
They are extremely valuable as ionic solvents, dissolving a
wide range of inorganic and organic compounds. Further
advantageous properties are their long liquid ranges, high
thermal stabilities, negligible vapour pressures (this enables
product separation by distillation), and the fact that they
are non-flammable. In terms of volatility, ionic liquids
have a ‘green’ advantage (see Box 8.3) over organic solvents,
and are now being used in place of organic solvents in a wide
range of transformations including Diels—Alder reactions,
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Box 8.3 Resources, environmental and biological

Green chemistry

With the constant drive to protect our environment, ‘green
chemistry’ is now at the forefront of research and is starting
to be applied in industry. In its Green Chemistry Program, the
US Environmental Protection Agency (EPA) defines green
chemistry as ‘chemistry for pollution prevention, and the
design of chemical products and chemical processes that
reduce or eliminate the use of hazardous substances.” The
European Chemical Industry Council (CEFIC) works
through its programme Sustech to develop sustainable tech-
nologies. Some of the goals of green chemistry are the use of
renewable feedstocks, the use of less hazardous chemicals in
industry, the use of new solvents to replace, for example,
chlorinated and volatile organic solvents, the reduction in
the energy consumption of commercial processes, and the
minimizing of waste chemicals in industrial processes.
Anastas and Warner (see further reading) have developed
12 principles of green chemistry and these clearly illustrate
the challenges ahead for research and industrial chemists:

e [Itis better to prevent waste than to treat or clean up waste
after it is formed.

e Synthetic methods should be designed to maximize the
incorporation of all materials used in the process into
the final product.

e Wherever practicable, synthetic methodologies should be
designed to use and generate substances that possess little
or no toxicity to human health and the environment.

e Chemical products should be designed to preserve efficacy
of function while reducing toxicity.

e The use of auxiliary substances (e.g. solvents, separation
agents) should be made unnecessary whenever possible
and innocuous when used.

e Energy requirements should be recognized for their
environmental and economic impacts and should be
minimized. Synthetic methods should be conducted at
ambient temperature and pressure.

e A raw material feedstock should be renewable rather
than depleting whenever technically and economically
practical.

e Unnecessary derivatization (e.g. protection/deprotection
steps) should be avoided whenever possible.

e (Catalytic reagents (as selective as possible) are superior to
stoichiometric reagents.

Friedel-Crafts alkylations and acylations, and Heck
reactions. The ability of ionic liquids to dissolve organo-
metallic compounds also makes them potential solvents for
homogeneous catalysis.

The important families of cations that are present in ionic
liquids are alkylpyridinium ions (8.19), dialkylimidazolium
ions (8.20), tetraalkylammonium ions (8.21) and tetraalkyl-
phosphonium ions (8.22).

e Chemical products should be designed so that at the
end of their function they do not persist in the environ-
ment, but break down into innocuous degradation
products.

e Analytical methodologies need to be further developed to
allow for real-time in-process monitoring and control
prior to the formation of hazardous substances.

e Substances and the form of a substance used in a chemical
process should be chosen so as to minimize the potential
for chemical accidents, including releases, explosions
and fires.

At the beginning of the twenty-first century, green
chemistry represents a move towards a sustainable future.
The journal Green Chemistry (published by the Royal Society
of Chemistry since 1999) is a forum for key developments in
the area, and ‘ionic liquids for green chemistry’ are now
commercially available. The American Chemical Society
works in partnership with the Green Chemistry Institute to
‘prevent pollution tomorrow through chemistry research
and education’. In the US, the Presidential Green Chemistry
Challenge Awards were initiated in 1995 to encourage the
development of green technologies, at both academic and
commercial levels (see Box 14.1).

Further reading

P.T. Anastas and J.C. Warner (1998) Green Chemistry
Theory and Practice, Oxford University Press, Oxford.
M.C. Cann and M.E. Connelly (2000) Real World Cases in
Green Chemistry, American Chemical Society, Washing-

ton, DC.

J.H. Clark and D. Macquarrie, eds (2002) Handbook of
Green Technology, Blackwell Science, Oxford.

A. Matlack (2003) Green Chemistry, p. G7 — ‘Some recent
trends and problems in green chemistry.’

R.D. Rogers and K.R. Seddon, eds (2002) lonic Liquids:
Industrial Applications for Green Chemistry, Oxford
University Press, Oxford.

http://www.epa.gov/greenchemistry

http://www.cefic.be/sustech
http://www.chemistry.org/greenchemistryinstitute

See also end-of-chapter reading under ‘ionic liquids’ and
‘supercritical fluids’.
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Fig. 8.7 The crystallographically determined structure of
the [AL,Cl;]™ ion. In the compound
[(C¢Meg)3Zr3Clg|[Al,Cly],, the anions adopt one of two
different conformations: (a) an eclipsed conformation and (b) a
staggered conformation [F. Stollmaier ez al. (1981)
J. Organomet. Chem., vol. 208, p. 327]. Colour code: Al, grey;
Cl, green.

Some ionic liquids can be formed by the direct reaction of
pyridine, alkylimidazole, NR; or PR3 with an appropriate
alkylating agent that also provides the counter-ion (e.g.
reactions 8.81 and 8.82).

) )
&? + CESOMe  —— ( J [CE:S051~  (8.81)

N + N
/

/ \ —\+
NN+ Gl /N\/N\/\/7

(8.82)

The range of compounds can be extended either by reac-
tion with a Lewis acid (e.g. AICl;, BCl;, CuCl, SnCl,) or
by anion exchange using, for example, [BF4]", [PF¢] ,
[SbF4]™ or [NO3] ). Reactions with Lewis acids give species
which may contain more than one anion (Table 8.10)
depending on the ratio of [X]Cl:Lewis acid. Since ionic
liquids are now being used as ‘green solvents’, it is important

Table 8.10 Examples of ionic liquids prepared from reactions
of [X]CI and a Lewis acid where [X]' is an alkylpyridinium or
dialkylimidazolium ion.

Reagents for ionic
liquid formation

Anions present in the ionic
liquid

[X]Cl + AICl; Cl™, [AICL] ", [ALCl] ", [ALCl,o]”
[X]Cl+ BCl; Cl™, [BCL]

[X]CI + AIEtCl, [AIEtCL;], [ALEtL,Cl]

[X]CI + CuCl [CuCL] ™, [Cu,Cly] ", [CusCly]
[X]CI + FeCls [FeCl,]", [Fe,Cl,]~

[X]CI + SnCl, [SnCl;]™, [Sn,Cls]™
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to consider the possible environmental problems associated
with the disposal of spent solvents. This is of particular
relevance to those with halide-containing anions that are
prone to hydrolysis (e.g. [AICly]” and [PF¢]7) and are
potential sources of HCI or HF. Ionic liquids such as 8.23
contain halogen-free alkylsulfate ions and represent ‘greener’
alternatives.

/ \
/N\/N\/\/
O\\ /O\/\/\/\/
(6]

I
0

(8.23)

Ionic liquids containing chiral cations and which can be
prepared enantiomerically pure on a kg scale, have also been
developed with the potential for applications as solvents
in asymmetric synthesis and catalysis. Two examples are
8.24 (mp 327K) and 8.25 (mp <255K); both are thermally
stable up to 423 K under vacuum.

HO .
N Y
N_
\
[(CF380,),N]~ [(CF3802),NJ~
OH
(8.24) (8.25)

Ionic liquids are finding widespread uses in organic
synthesis and catalytic reactions (see end-of-chapter reading
list). In the next section, we focus on applications of ionic
liquids in inorganic chemistry.

Reactions in and applications of molten
salt/ionic liquid media

Manufacturing processes in which metals are extracted from
molten metal salts are important examples of the uses
of molten salts and include the Downs process, and the
production of Li by electrolysis of molten LiCl, and of Be
and Ca from BeCl, and CaCl,, respectively.

It is not possible here to survey the many types of reactions
that have been carried out in molten salt media, and we have
chosen examples to illustrate the range of possibilities. Some
unusual cations have been isolated as products from
reactions in molten salt media. For example, the reaction
of Bi and BiCl; in KCI-BiCl; solvent at ~570K yields
[Bio]»[BiCls]4[Bi,Clg] which contains [Bis]>", [BiCls]*~ and
[BizClg]zf. In a melt containing AlCl; and MCl (M = Na
or K) at ~530K, Bi and BiCl; react to form [Bis]*" (a
trigonal bipyramidal species like [Sns)*~, Figure 8.3) and
[Big]*", which are isolated as the [AICl,]~ salts.
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Electrochemical and spectroscopic studies of anionic d-
block metal chloro complexes and organometallic com-
pounds (which may be unstable in some solvents) may be
performed in Al,Clg—ethylpyridinium chloride, Al,Clg—
butylpyridinium chloride and Al,Cls—[1-methyl-3-ethylimi-
dazolium chloride] (the 1-methyl-3-ethylimidazolium cation
is shown in structure 8.26) systems, all of which are ionic
liquids at room temperature. An example of such a study is
the observation of the electronic absorption spectrum of
[RuO2Cl4]27, 8.27, a species that decomposes in aqueous
solution. Problems of oxide contaminants in these melts
can be overcome by the addition of the highly poisonous
gas, COCl,. This has been illustrated in a study of the
electrochemistry of TiCl, in an Al,Cls—[8.26]CI melt; if the
system contains the contaminant [TiOCl,]* in addition to
the desired [TiClg)*", the addition of COCl, (see Section
13.8) successfully removes the contaminant (reaction 8.83).

[TiOCl,)*~ + COCl, — [TiCl¢]*~ + CO, (8.83)

Protonated contaminants may also be a problem, e.g. the
formation of [HMo,Clg]*~ when [Mo,Clg]*~ salts are studied
in molten salt media. Such contaminants can be scavenged
using EtAICl,.

8.13 Supercritical fluids

Properties of supercritical fluids and their
uses as solvents

Since the 1990s, the chemical literature has seen a huge
increase in the publication of papers describing the proper-
ties and applications of supercritical fluids, in particular,
supercritical carbon dioxide and water. One of the driving
forces for this interest is the search for green solvents to
replace volatile organics (see Box 8.3). The meaning of the
term supercritical is explained in Figure 8.8 which shows a
pressure—temperature phase diagram for a one-component
system. The solid blue lines represent the boundaries
between the phases. The hashed line illustrates the distinc-
tion between a vapour and a gas; a vapour can be liquefied
by increasing the pressure, while a gas cannot. Above the
critical temperature, T;;ca, the gas can no longer be
liquefied, no matter how high the pressure is increased. If a
sample is observed as the critical point is reached, the

Supercritical
fluid

N

Critical point

Pressure —>»

Gas

T,

critical

Temperature ——>

Fig. 8.8 A simple pressure—temperature phase diagram for a
one-component system.

meniscus at the liquid—gas interface disappears, signifying
that there is no longer a distinction between the two
phases. At temperatures and pressures above the critical
temperature and pressure (i.e. above the critical point), a
substance becomes a supercritical fluid.

A supercritical fluid possesses solvent properties that
resemble those of a liquid, but also exhibits gas-like trans-
port properties. Thus, not only can a supercritical fluid
dissolve solutes, but it is also miscible with ordinary gases
and can penetrate pores in solids. Supercritical fluids exhibit
lower viscosities and higher diffusion coefficients than
liquids. The density of a supercritical fluid increases as the
pressure increases, and as the density increases, the solubility
of a solute in the supercritical fluid increases dramatically.
The fact that the properties can be tuned by varying the
pressure and temperature is advantageous in terms of the
applications of these fluids as extraction agents. Using a
supercritical fluid for the extraction of a given material
from a feedstock involves the partitioning of the material
into the supercritical liquid, followed by a change in tem-
perature and pressure that results in isolation of the pure
solute by vaporization of CO,. Finally, the supercritical
fluid can be recycled by reversing the change in temperature
and pressure conditions (see the figure in Box 8.4).

Table 8.11 lists the critical temperatures and pressures of
selected compounds that are used as supercritical fluids.
Combined with its easy accessibility, low cost, non-toxicity,
chemical inertness and non-inflammability, the critical
temperature and pressure of CO, are convenient enough to
make supercritical CO, (scCO,) of great value as a solvent,
and Box 8.4 gives examples of its commercial applications.

Although scCO, is a ‘clean’ alternative to organic solvents
for a range of extraction processes, it is non-polar. While the
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Box 8.4 Clean technology with supercritical CO,

Some of the areas in which supercritical CO, (scCO,) is com-
mercially important are summarized in Figure 8.9. Extrac-
tion processes in the food, tobacco (nicotine extraction)
and pharmaceutical industries dominate. Supercritical CO,
is a selective extracting agent for caffeine, and its use in the
decaffeination of coffee and tea was the first commercial
application of a supercritical fluid, followed by the extraction
of hops in the brewing industry. Solvent extractions can be
carried out by batch processes, or by a continuous process
in which the CO, is recycled as shown schematically below:

scCO, and feedstock are
combined

SCCOZT l Solute in scCO,
Pumps,' Pressure is
pressure is lowered
increased -~
CO,
Solute is separated
Exit for from CO,

extracted material

Cholesterol (high levels of which in the blood are associated
with heart complaints) is soluble in scCO,, and this medium
has been used to extract cholesterol from egg yolk, meat and
milk. There is potential for wider application of scCO, in
the production of foodstuffs with reduced cholesterol levels.
The extraction of pesticides from rice is also carried out
commercially using scCO,. Many studies have been carried
out to investigate the ability of scCO, to extract flavours
and fragrances from plants, e.g. from ginger root, camomile
leaf, vanilla pod, mint leaf, lavender flower and lemon peel.
Commercial applications within the food industry include
the extraction of flavours and spices, and the extraction of
colouring agents, e.g. from red peppers. Supercritical CO,
can be used to extract compounds from natural products.
One example is the anti-cancer drug taxol which can be
extracted from the bark of the Pacific yew tree (although the
drug can also be synthesized in a multi-step process). A
potential application of scCO, involves the cyanobacterium
Spirulina platensis which is rich in protein and is used as a
food additive and medicine. But there is a downside: spirulina
powder has an obnoxious smell. Research has shown that
when scCO, is used to extract the active components of
Spirulina platensis, the smell is also removed.

The technique of supercritical fluid chromatography
(SFC) is similar to high-performance liquid chromatography
(HPLC) but has major advantages over the latter: separation
is more rapid, and the use of organic solvents is minimized.

The pharmaceutical industry applies SFC to the separation
of chiral and natural products.

The development of new technologies for the manufacture
of high-purity polymers using scCO, in place of organic
solvents is an active area of research, and the reduction of
large amounts of toxic waste during polymer production is
a prime target for the polymer industry. In 2002, DuPont
(www.dupont.com) introduced the first commercial Teflon
resins manufactured using scCO, technology, and the
manufacture of other fluoropolymers will follow.

One area that is rich for development is the use of scCO, as
a cleaning solvent. It has already been introduced for the
dry-cleaning of clothes, and this application should become
more widespread in future years. Supercritical CO, is also
used to clean optical and electronics components, as well as
heavy-duty valves, tanks and pipes.

Supercritical CO, has found applications within the field
of materials processing. The rapid expansion of supercritical
solutions (RESS) involves saturating the supercritical fluid
with a given solute followed by rapid expansion (by reduc-
tion in pressure) through a nozzle. The result is the nuclea-
tion of the solute (e.g. a polymer such as PVC) and the
production of a powder, thin film or fibre as required.
Union Carbide has developed a process (UNICARB®) in
which scCO, is used in place of organic solvents for spraying
paint onto a range of substrates including vehicles.

There is also scope for use of scCO, as a replacement for
water within the textile industry. During weaving, yarn is
strengthening by the addition of a polymeric coat called
‘size’. The conventional ‘sizing’ or ‘slashing’ process uses
large amounts of water and produces aqueous waste that
must be treated to remove excess polymer. In addition,
yarn must be dried after being sized and this consumes
significant energy. There are a number of advantages to
replacing the aqueous medium for sizing by non-aqueous
scCO,: the size is applied evenly (which is not always the
case with the conventional water-based coating method),
no drying process is required, scCO, is recycled after use,
and there is no waste solvent at the end of the sizing process.
Supercritical CO, can also be exploited for dyeing, and if its
use becomes the norm, the large quantities of waste water
that are currently generated from the textile industry could
be eliminated.

In the examples given above, supercritical CO, is used in
what is termed ‘clean technology’ with drastic reductions in
the use of organic solvents, and the twenty-first century
should see an increase in the use of supercritical fluids in
commercial processes.

Further reading

N. Ajzenberg, F. Trabelsi and F. Recasens (2000) Chemical
Engineering and Technology, vol. 23, p. 829 — “What’s new
in industrial polymerization with supercritical solvents?’
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J.F. Brennecke (1996) Chemistry & Industry, p. 831 — ‘New
applications of supercritical fluids’.

M. Perrut (2000) [Industrial and Engineering Chemical
Research, vol. 39, p. 4531 — ‘Supercritical fluid applica-
tions: industrial developments and economic issues’.

E. Reverchon (1997) Journal of Supercritical Fluids, vol. 10,
p- 1 — ‘Supercritical fluid extraction and fractionation of
essential oils and related products’.

behaviour of scCO, does not parallel a typical non-polar
organic solvent, its ability to extract polar compounds is
still relatively poor. The dissolution of polar compounds
can be aided by introducing a subcritical co-solvent (a
modifier) to scCO,, and two common choices are H,O and
MeOH. The use of surfactants that possess a water-soluble
head and CO,-compatible tail permits water ‘pockets’ to
be dispersed within scCO,. As a result, aqueous chemistry
can be carried out in what is essentially a non-aqueous
environment. An advantage of this system is that reagents
not normally soluble in water, but soluble in scCO,, can be
brought into intimate contact with water-soluble reagents.
Two other well-studied solvents are supercritical NH; and
H,O0. The critical temperature and pressure of supercritical
NH; are accessible (Table 8.11), but the solvent is chemically
very reactive and is relatively hazardous for large-scale
applications. Supercritical H,O has a relatively high critical
temperature and pressure (Table 8.11) which limit its uses.
Even so, it has important applications as a solvent. At its
critical point, the density of water is 0.32 gem ~>; the density
of the supercritical phase can be controlled by varying
the temperature and pressure. Unlike subcritical H,O,
supercritical H,O behaves like a non-polar solvent. Thus, it
is a poor solvent for inorganic salts, but dissolves non-
polar organic compounds. This is the basis for its use in
supercritical water oxidation (or hydrothermal oxidation) of
toxic and hazardous organic wastes. In the presence of a
suitable oxidizing agent, liquid organic waste in scH,O is

Table 8.11 Critical temperatures and pressures of selected
compounds with applications as supercritical fluids.

Compound Critical Critical
temperature /| K  pressure / MPa'
Xenon 289.8 5.12
Carbon dioxide 304.2 7.38
Ethane 305.4 4.88
Propane 369.8 4.25
Ammonia 405.6 11.28
Pentane 469.7 3.37
Ethanol 516.2 6.38
Toluene 591.8 4.11
1,2-Ethanediamine  593.0 6.27
Water 647.3 22.05

"To convert to bar, multiply by 10.

N.L. Rozzi and R.K. Singh (2002) Comprehensive Reviews in
Food Science and Food Safety, vol. 1, p. 33 — ‘Supercritical
fluids and the food industry’.

converted to CO,, H,O, N, and other gaseous products
with efficiencies approaching 100%. The operating tem-
peratures are low enough to prevent the formation of
environmentally undesirable products such as oxides of
nitrogen and sulfur. In the waste-water industry, sludge
disposal can be effected using supercritical water oxidation,
and, in 2001, the first commercial plant designed for this
purpose commenced operation in Texas, US.

Initial commercial applications of supercritical fluids were
coffee decaffeination (in 1978) and hops extraction (in 1982).
Together, these uses accounted for over half of the world’s
supercritical fluid production processes in 2001 (Figure 8.9).

Supercritical fluids as media for inorganic
chemistry

In this section, we describe selected examples of inorganic
reactions that are carried out in supercritical water
(scH,0) and ammonia (scNHj3), critical temperatures and
pressures of which are listed in Table 8.11. An important
application of scH,O is in the hydrothermal generation of
metal oxides from metal salts (or supercritical hydrothermal
crystallization). Equations 8.84 and 8.85 summarize the
proposed steps for conversion of metal nitrates to oxides
where, for example, M = Fe(III), Co(II) or Ni(II).

scH,O
M(NO3)2x + 2XH20 M(OH)ZX(S) + 2XHNO3
Hydrolysis  (8.84)
scH,O
M(OH),,(s) MO, (s)+xH,O  Dehydration (8.85)

Electronic and miscellaneous (1%)

Chemicals (10%)

Decaffeination (31%)
Pharmaceuticals (13%)

Other food
applications (15%)

Hops extraction (30%)

Fig. 8.9 Percentage contributions to the 2001 global US$960
million value of commercial production using supercritical
fluid processing [data: Kline & Company, Inc.,
www.klinegroup.com].



By altering the precursor, different oxides of a given metal
can be obtained. By adjusting the temperature and pressure
of the scH,O medium, it is possible to control particle size.
Such control is important for the production of optical
TiO, coatings (see Box 21.3).

In Section 8.6, we described metal ammine and amido
complex formation in liquid NHj. In scNH;, FeCl, and
FeBr, form the complexes [Fe(NH;3)4]X, (X=CI, Br) at
670 K, while reactions of Fe or Mn and I, in scNHj3 yield
[M(NH3)6]I, (M=Fe or Mn). At 600 MPa and 670-870K,
the reaction of Mn with scNH; gives the manganese
nitride, Mn;N,. Single crystals of this compound can be
grown by adding I,, K or Rb to the reaction mixture, result-
ing in the formation of [Mn(NH;3)s]l,, K>[Mn(NH,),] or
Rb,[Mn(NH,),4] prior to Mn;N,. Similarly, y-Fe,N is
obtained from [Fe(NH;3)g]l, in scNH; at 600-800 MPa and
730-850 K. The reaction of Crl, in scNH; at 773K and
600 MPa yields [Cr,(NH;3)s(1-NH,);]I; which contains
cation 8.28.

(8.28)

Supercritical amines have been found to be useful solvents
for the assembly of complex metal sulfides, including
K,Ag¢S, (reaction 8.86), KAgSbS,, Rb,AgSbS,, KAg,SbS,,
KAg,AsS, and RbAg,SbS,. Use of scNHj3 allows these solid
state compounds to be prepared at lower temperatures than
more traditional routes used to synthesize related compounds
such as SrCu,SnS,.

scNHj3
KzS4 =+ 6Ag —_— KzAg6S4 (886)

If the K™ or Rb" ions in this type of compound are replaced
by Fe** (equation 8.87), Mn>*, Ni**, La®* (reaction 8.88) or
Yb*" (reaction 8.89), the products contain [M(NH3),]** or
[M(NHj;),]>" ions. For La*" and Yb*", these represent the
first examples of homoleptic lanthanoid ammine complexes.

A homoleptic complex is of the type [ML,]"" where all the
ligands are identical. In a heteroleptic complex, the ligands
attached to the metal ion are not all identical.

scNH;3
16Fe + 128Cu + 24Sb,S; + 17Sg —~
16[FC(NH3)6] [Cu85b3513] (887)
scNHj3
La -+ Cu -+ Sg e [La(NH3)8][CU(S4)2] (888)
scNH;
Yb + Ag+ Sy ——= [Yb(NH;)o][Ag(S4)5] (8.89)
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Glossary

The following terms were introduced in this chapter.
Do you know what they mean?
non-aqueous solvent

relative permittivity

coordinating solvent

protic solvent

aprotic solvent

solvent-oriented acid and base
levelling effect

differentiating effect
conductiometric titration

superacid

ionic liquids (molten or fused) salts
eutectic

supercritical fluid

oooo0o0000O0O0O0oo

Further reading

General: non-aqueous solvents

C.C. Addison (1980) Chemical Reviews, vol. 80, p. 21 — An
article focusing on the uses of N,O4 and HNO; in non-
aqueous systems.

J.R. Chipperfield (1999) Non-Aqueous Solvents, Oxford Univer-
sity Press, Oxford — A book in the OUP ‘Primer’ series which
gives a good introduction to the topic.

R.J. Gillespie and J. Passmore (1971) Accounts of Chemical
Research, vol. 4, p. 413 — An article that highlights the uses
of non-aqueous solvents (HF, SO, and HSO;F) in the
preparation of polycations.

Gmelin Handbook of Inorganic Chemistry (1982): Fluorine, Sup-
plement volume 3, System number 5, Springer-Verlag, Berlin
— This includes a detailed account of solubilities and reactions
in liquid HF.

K.M. Mackay, R.A. Mackay and W. Henderson (1996) Modern
Inorganic Chemistry, Sth edn, Blackie, London — Chapter 6
gives a general introduction to non-aqueous solvents.

G. Mamantov and A.l. Popov, eds (1994) Chemistry of Non-
aqueous Solutions: Recent Advances, VCH, New York — A
collection of reviews covering up-to-date topics in the field
of non-aqueous solvents.

A.G. Massey (1990) Main Group Chemistry, Ellis Horwood,
Chichester — Chapter 12 includes an introduction to non-
aqueous solvents.

T.A. O’Donnell (2001) European Journal of Inorganic Chemis-
try, p. 21 — A review illustrating the generality of inorganic
solute speciation in different ionizing solvents.

Metals in liquid NH;

J.L. Dye (1984) Progress in Inorganic Chemistry, vol. 32, p. 327.

P.P. Edwards (1982) Advances in Inorganic Chemistry and
Radiochemistry, vol. 25, p. 135.

Superacids
R.J. Gillespie (1968) Accounts of Chemical Research, vol. 1,p.202.
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G.A. Olah, G.K.S. Prakash and J. Sommer (1985) Superacids,
Wiley, New York.

G.A. Olah, G.K.S. Prakash and J. Sommer (1979) Science,
vol. 206, p. 13.

lonic liquids

J.H. Davies, Jr and P.A. Fox (2003) Chemical Communications,
p- 1209.

C.M. Gordon (2001) Applied Catalysis A, vol. 222, p. 101.

C.L. Hussey (1983) Advances in Molten Salt Chemistry, vol. S,
p. 185.

H. Olivier-Bourbigou and L. Magna (2002) Journal of Molecu-
lar Catalysis A, vol. 182—183, p. 419.

K.R. Seddon (1997) Journal of Chemical Technology and Bio-
technology, vol. 68, p. 351.

R. Sheldon (2001) Chemical Communications, p. 239.

P. Wasserscheid and W. Keim (2000) Angewandte Chemie Inter-
national Edition, vol. 39, p. 3772.

Problems

8.1 (a) Give four examples of non-aqueous solvents commonly
used in organic chemistry, and give one example of a
reaction that is carried out in each solvent. (b) Assess the
relative importance of the use of aqueous and
non-aqueous media in organic and inorganic general
synthesis.

8.2 Explain what is meant by the relative permittivity of a
solvent. What information does this property provide in
terms of assisting you to choose a solvent for a given
reaction?

8.3  Which of the following solvents are polar: (a) acetonitrile;
(b) water; (c) acetic acid; (d) fluorosulfonic acid;
(e) dichloromethane; (f) bromine trifluoride; (g) hexane;
(h) THF; (i) DMF; (j) liquid sulfur dioxide;
(k) benzene?

8.4 Suggest likely products for the following reactions (which
are balanced on the left-hand sides) in liquid NHj.
(a) Znl, + 2KNH, —
(b) Zinc-containing product of (a) with an excess of KNH,
(c) Mg,Ge + 4NH,Br —
(d) MeCO,H + NH; —

Na in liquid NHj
() O ————

(f) HC=CH + KNH, —
How does reaction (d) differ from the behaviour of
MeCO,H in aqueous solution?

8.5 Discuss the following observations:

(a) Zinc dissolves in a solution of sodium amide in liquid
NH; with liberation of H,; careful addition of
ammonium iodide to the resulting solution produces a
white precipitate which dissolves if an excess of
ammonium iodide is added.

(b) Addition of K to H,O results in a vigorous reaction;
addition of K to liquid NH; gives a bright blue
solution, which over a period of time liberates H,.
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8.6 Early in the study of chemical reactions in liquid NHj, it
was noted that nitrogen compounds behave in liquid NHj
in a manner similar to analogous oxygen-containing
species in water. For example, K[NH,] has an analogue in
K[OH], and [NH,4]CI is analogous to [H;O]Cl. What
would be the corresponding compounds in the nitrogen
system to the following from the oxygen system: (a) H,O,;
(b) HgO; (¢) HNO5; (d) MeOH; (¢) H,COy;

(f) [Cr(H,0),|Cly?

8.7 Give an explanation for the following observations: AlF;
has only a low solubility in liquid HF, but a combination
of NaF and AlF; leads to dissolution of the reagents; when
BFj; is added to the solution, a precipitate forms.

8.8 Write equations to show what happens when each of the
following dissolves in liquid HF: (a) CIF;; (b) MeOH; (¢)
Et,0; (d) CsF; (e) SrF,; (f) HCIO,.

8.9 H,S,05 functions as a monobasic acid in H,SO,. (a) Write
an equation to show what happens when H,S,0; dissolves
in H,SO,. (b) Assess the strength of H,S,07 as an acid
given that the ionization constant is 1.4 x 1072

8.10 Suggest (giving equations) how the following species
behave in H,SOy: (a) H,O; (b) NH;; (¢) HCO,H (given
that it decomposes); (d) H;PO, (if v = 2; v = 1); (e) HCI
(ifvr=3;,v=1).

8.11 Compare the behaviour of nitric acid in aqueous and
sulfuric acid solutions, giving examples from both
inorganic and organic chemistries of the uses of HNOjs in
these two media.

8.12 Discuss the following observations:

(a) The alkene Ph,C=CH, forms a conducting solution in
liquid HCI; when such a solution is titrated
conductometrically with a solution of BCl; in liquid
HCl, a sharp end point is reached when the molar ratio
of Ph,C=CH,:BCl; is 1:1.
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8.14

8.15

8.16

(b) For a solution of N,O, in H,SO,, values of v = 6 and
~v = 3 have been determined.

Confirm that the structures of [BrF,]* and [BrF,]” (8.16
and 8.17) are consistent with VSEPR theory.

How would you attempt to demonstrate that AsCl; ionizes
slightly according to the equation:

2AsCly = [AsCly]|" + [AsCly]~
and that there exist acids and bases in the AsCl; system?

(a) Describe the bonding in the [Al,Cl;]” anion (8.18).

(b) Equilibria 8.78 and 8.79 describe part of the NaCl—
Al Clg system; additionally [Al;Cly,] ™ is present. Write
an equation to show how [Al;Cl;y]” may be formed,
and suggest a structure for this anion.

Suggest structures for the [BiCls]*~ and [Bi,Clg]*~
anions, the formation of which was described in Section
8.12.

Overview problems

8.17

(a) Which of the following compounds behave as acids in
liquid HF: CIF;, BF3, SbFs, SiF,? Write equations to
explain this behaviour.

(b) The salt [Sg][AsF¢], can be isolated from the following
reaction:

liquid HF
Sg + 3AsF; [Ss][AsFg], + AsF;
What roles does AsFs play in this reaction?

(c) By first considering its reaction in H,O, suggest how

Na might react in liquid N,Oy,.

8.18

8.19

8.20
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When gallium is dissolved in a solution of KOH in
liquid NHj3, a salt K[I] is formed which is an amido
complex of Ga(IIl). Heating one equivalent of K[I] at
570 K under vacuum liberates two equivalents of NHj,
and produces a Ga(IlI) imido complex K[II]. Partial
neutralization of K[I] with NH4Cl yields Ga(NH,);.
Suggest identities for the salts K[I] and KJ[II], and write
equations for the thermal decomposition and partial
neutralization reactions of K[I]. Hint: an imido complex
formally contains NH>".

(a) SbCl; may be used as a non-aqueous solvent above its
melting point. Suggest a possible self-ionization
process for this solvent.

(b) Explain why the reaction of NOCI with AgNOs in
liquid N,O4 can be classed as a neutralization process.
Write an equation for the reaction and compare it with
that of HCI with Ca(OH), in aqueous solution.

(¢) In water, crt precipitates as Cr(OH); at pH 7, forms
[Cr(H,0)s]*" in strongly acidic solution (e.g. HCIO,),
and [Cr(OH),]™ in basic solution. Suggest what
Cr(III) species are present in liquid NH; as the pH is
varied.

Suggest explanations for the following observations.

(a) In aqueous solution, AgNO; and KClI react to give a
precipitate of AgCl, whereas in liquid NH3, KNOj; and
AgCl react to produce a precipitate of KCIL.

(b) Mg dissolves in a concentrated solution of NHuI in
liquid NHj.

(c) Most common ‘acids’ behave as bases in liquid H,SO,.

(d) HCI1Oy is fully ionized in water and is strongly
dissociated in pure (glacial) acetic acid; in liquid
HSO;F, the following reaction occurs:

KCIO, + HSO;F —= KSO;F + HCIO,



Chapter

Hydrogen

TOPICS

B The hydrogen and hydride ions

B Isotopes of hydrogen

B Dihydrogen

B Polar and non-polar E—H bonds

B Hydrogen bonding

B Classes of binary hydrides

1 2 13 14 15 16 17 18
H He
Li Be B C N O F Ne
Na | Mg Al Si P S Cl Ar
K Ca Ga | Ge | As | Se Br | Kr
Rb | Sr d-block | In Sn | Sb | Te |1 Xe
Cs | Ba Tl Pb | Bi Po | At | Rn
Fr Ra

9.1 Hydrogen: the simplest atom

An atom of hydrogen consists of one proton (con-
stituting the nucleus) and one electron. This simplicity of
atomic structure means that H is of great importance
in theoretical chemistry, and has been central in the
development of atomic and bonding theories (see Chapter
7). The nuclear properties of the hydrogen atom are essential
to the technique of 'H NMR spectroscopy (see Section 2.11).

In this chapter, we extend our discussions of hydrogen,
looking at the properties of the H" and H™ ions, properties
and reactivity of H,, and aspects of binary hydrides.

A binary compound is one composed of only two different
elements.

9.2 The H" and H™ ions

The hydrogen ion (proton)

The ionization energy of hydrogen (defined for reaction 9.1)
is 1312kJmol ™', a value that is high enough to preclude the
existence of H' ions under ordinary conditions.

H(g) — H'(g) + e~ (9.1)

However, as we discussed in Chapter 6, the hydrated proton
or oxonium ion, [H;0]", is an important species in aqueous
solution; Ay qH°(H",g) = —1091kJ mol™' (see Section
6.9). The [H;0]" ion (9.1) is a well-defined species which
has been crystallographically characterized in various salts.
The ions [H50,]" (Figure 9.1) and [HyO4]" have also been
isolated in crystalline acid hydrates. The [Hs;O0,]" and
[HyO,4]" ions are members of the general family of hydrated
protons [H(H,0),]" (n =1 to ~20) and we return to these
ions when we discuss hydrogen bonding in Section 9.6.

+

H
9.1)

Olll
~ “IH
|:

When crystals of a compound are grown from a solvent, they
may contain solvent of crystallization; if the solvent is water,
the compound is a hydrate. The formula of the solvated
compound shows the molar ratio in which the solvent of
crystallization is present, e.g. CuSOy4-5H,0, copper(II)
sulfate pentahydrate or copper(Il) sulfate-water (1/5).
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Fig. 9.1 The structure of [HsO,]" determined by

neutron diffraction in the compound
[V(H20)6][H502][CF3SO3]4 [FA Cotton et al. (1984) J. Am.
Chem. Soc., vol. 106, p. 5319.]

The hydride ion

The enthalpy change ApaH(298K) (see Section 1.10)
associated with the attachment of an electron to an H
atom (reaction 9.2) is —73kJ mol .

H(g) +e” —H (g) 9.2)

All alkali metal hydrides (see Sections 9.7 and 10.4) crystal-
lize with the NaCl lattice. From diffraction data and the ionic
radii of the metal ions (Appendix 6) the radius of H™ can be
estimated using equation 9.3; it varies from 130 pm (in LiH)
to 154 pm (in CsH) and can be considered similar to that of
F~ (133 pm).

Internuclear distance = rion + Fanion (9.3)

The large increase in size on going from the H atom
(reoy = 37pm) to the H™ ion arises from interelectronic
repulsion when a second electron enters the ls atomic
orbital. The smaller r- in LiH may suggest some degree
of covalent bonding, but calculated and experimental
values of lattice energies (see Sections 5.13 to 5.16) for
each of the group 1 metal hydrides are in good agreement,
suggesting that an electrostatic model is appropriate for
each compound.

Hydrides of the s-block metals (excluding Be) can be made
by heating the metal with H,.

== AaHO + AEAH
= +145kImol ™"

When we compare A H for reaction 9.4 with those for the
formations of F~ and CI" from F, and Cl, (—249 and
—228kJ mol ™!, respectively), we understand why, since H™
is about the same size as F~, ionic hydrides are relatively
unstable species with respect to dissociation into their
constituent elements. Salt-like hydrides of metals in high
oxidation states are most unlikely to exist. (More about
binary hydrides in Section 9.7.)
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9.3 Isotopes of hydrogen

Protium and deuterium

Hydrogen possesses three isotopes, protium, deuterium and
tritium, selected properties of which are given in Table 9.1.
The isotopes of hydrogen exhibit greater differences in physi-
cal and chemical properties than isotopes of any other
element. The origin of the differences between H and D, or
between pairs of compounds such as H,O and DO, lies in
the difference in mass, which in turn affects their fundamental
vibrational wavenumbers and zero point energies (see Figure
2.7 and worked example 2.4). The fundamental vibrations
for Hy, HD and D, are at 4159, 3630 and 2990 cm ', respec-
tively, and from these data, the zero-point energies of H, and
D, are calculated to be 26.0 and 18.4kJmol ™", respectively.
The total electronic binding energies for these molecules
(represented by the overlap of their atomic wavefunctions)
are the same, and so it follows that their dissociation energies
(e.g. Figure 2.7) differ by 7.6kJmol~!, with the D—D bond
being stronger than the H—H bond. Similarly, an X—D
bond is stronger than the corresponding X—H bond (where
X is any element), and this difference is the basis of the kinetic
isotope effect (see Section 2.9).

Deuterated compounds

A deuterium label in heavy water is indicated by writing
[*H,]water or water-d,, and similarly for other labelled com-
pounds.

Compounds in which H atoms have been replaced by D
are used for a variety of purposes, e.g. as solvents in 'H
NMR spectroscopy (see Box 2.4). In a fully deuterated
material, the D-for-H exchange can have significant effects
on the properties of the compound as is shown in Table
9.2 for H,O and D,0. The difference in boiling points indi-
cates that intermolecular hydrogen bonding (see Sections
6.2 and 9.6) is stronger in D,O than in H,O. The major
industrial use of D,O is as a moderator in nuclear reactors;
D has a much lower cross-section for neutron capture than
H, and D,O is a suitable material for reducing the energies
of fast neutrons (see Section 2.4) produced in fission without
appreciably diminishing the neutron flux.

Table 9.1 Selected properties of the isotopes of hydrogen.
Protium Deuterium  Tritium
Symbols* 'HorH *HorD Hor T
Natural 99.985%  0.0156% <1 in 10" atoms
abundance
Isotopic 1.0078 2.0141 3.0160
mass/u

g i 1 1
Nuclear spin > 1 3

¥ Strictly, 'H should be written as JH, >H as 7H and *H as }H, but the
less rigorous symbols are generally used.
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Table 9.2 Selected properties of H,O and D,O (‘heavy water’).

Property

Melting point /K

Boiling point /K

Temperature of maximum density / K
Maximum density / gcm >

Relative permittivity (at 298 K)

K, (at 298 K)

Symmetric stretch,” ; (gaseous molecule) /cm ™!

H,O D,O
273.00 276.83
373.00 374.42
277.0 284.2

0.999 95 1.1053
78.39 78.06
1x 1071 2x 107"

3657 2671

¥ See Figure 6.2.

“ The symmetric stretching mode is illustrated (for SO,) in Figure 3.12.

Many fully or partially deuterated compounds are
available commercially, and the extent of deuterium labelling
(see Section 2.9) can be determined by mass spectrometry,
density measurements (after conversion into water) or IR
spectroscopy.

Tritium

Tritium (Table 9.1) occurs in the upper atmosphere and is
formed naturally by reaction 9.5, involving neutrons arriving
from outer space. Tritium (see Section 2.8) was first
obtained synthetically by the bombardment of deuterium
compounds such as [NDg4],SO4 with fast neutrons, but is
now prepared from lithium deuteride, LiF or Mg/Li enriched
in §Li (equation 9.6).

UN+n—"2C+iH (9.5)
SLi+{n—3He +iH (9.6)

Tritium is radioactive, a weak B-emitter with 71 = 12.3 yr.
It is used extensively as a tracer, in both chemical and bio-
chemical studies; its weak radioactivity, rapid excretion
and failure to concentrate in vulnerable organs make it one
of the least toxic radioisotopes.

9.4 Dihydrogen

Occurrence

Hydrogen is the most abundant element in the universe, and,
after oxygen and silicon, is the third most abundant element
on Earth, where it occurs mainly in the form of water or
combined with carbon in organic molecules (hydrocarbons,
plant and animal material). In the Earth’s atmosphere (see
Figure 14.1b), H, occurs to an extent of less than 1 ppm by
volume, but those of Jupiter, Neptune, Saturn and Uranus
contain large amounts of H, (see Box 9.1).

Physical properties

Dihydrogen is a colourless, odourless gas, sparingly soluble
in all solvents, and at 298 K and 1 bar pressure, it conforms

closely to the ideal gas laws. The solid state structure of H,
can be described in terms of an hcp lattice (see Section
5.3), but values of the melting point, enthalpy of fusion,
boiling point and enthalpy of vaporization are all very low
(Table 9.3), consistent with there being only weak van der
Waals forces between the H, molecules. The covalent bond
in H, is unusually strong for a single bond in a diatomic
molecule.

Synthesis and uses

In the laboratory, H, may be prepared by electrolysis of
acidified water (H, is liberated at the cathode), but small
quantities of H, are most conveniently prepared by reactions
between dilute acids and suitable metals (e.g. Fe, Zn,
equation 9.7), by treating metals that form amphoteric
hydroxides (e.g. Zn, Al) with aqueous alkali (equation 9.8)
or by reacting metal hydrides with water (equation 9.9).

Zn(s) + 2HCl(aq) — ZnCl,(aq) + H>(g) (9.7)
2Al(s) + 2NaOH (aq) + 6H,0(1)

- INa[AI(OH)J(aq) + 3Ha(g)  (9.8)
CaH,(s) + 2H,0(1) — Ca(OH),(aq) + 2H,(g) (9.9)

Group 1